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ABSTRACT 

Data mining is Building compact and understandable models incorporating the 

relationships between the description of a situation and a result concerning the situation. In 

other words data mining is extraction of interesting (non-trivial, implicit, previously 

unknown and potentially useful) information or patterns from data in large databases. It is 

the process of finding and interpreting the valuable information by using the knowledge of 

multidisciplinary fields such as statistics, artificial intelligence, machine learning, and 

database management.  In data mining we need to resolve various types of problems like 

classification and segmentation of data, forecasting or Conjecture of target data, 

association rule extraction (market basket analysis) and sequence detection that can be 

easily resolve using the artificial neural networks (ANN). In data mining we use some 

techniques like Neural Networks, Decision Trees, Multivariate Adaptive Regression 

Splines (MARS), Rule Induction, Nearest Neighbor Method and discriminant analysis, 

Genetic Algorithms, Boosting. 

However, the idea of data mining is not totally new – people have been seeking patterns in 

data since human life began: Hunters looked for patterns in animal migration behaviour, 

farmers looked for patterns in crop growth, politicians seek patterns in voter opinion, and 

lovers seek patterns in their partners‟ responses. Historically data mining has grown from 

large business database applications, such as finding patterns in customer purchasing 

activities from transactions databases. Data mining is used in these days by many 

companies for a strong consumer focus like retail, financial, communication, and 

marketing organizations, and also in the field of agriculture. Data mining supports these 

companies to determine relationships among various internal factors which are price, 

product positioning, or staff skills, and the external factors such as economic factors, 

competition in the market and customer status. Data mining enables companies to 

determine the effect on sales, customer satisfaction, and corporate profits. 

On the other hand, however, there is no concise set of parameters that can fully describe 

the state of real-world complex systems studied nowadays by engineers, psychologists, 

economists, etc. These on the contrary inspire the development of advanced DM which 
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may employ techniques such as Artificial Neural Networks (ANNs), Genetic Algorithms 

(GAs), Support Vector Machines (SVMs), and fuzzy logic etc. 

Neural networks are based on early research aimed at representing the way the human 

brain works .ANNs have the ability of distributed information storage, parallel processing, 

reasoning, and self-organization. It also has the capability of rapid fitting of nonlinear data, 

so it can solve many problems which are difficult for other methods. While the predictive 

accuracy obtained by artificial neural networks (ANNs) is often higher than that of other 

methods or human experts. ANN methods have not been effectively utilized for data 

mining tasks because how the classifications were made is not explicitly stated as symbolic 

rules that are suitable for verification or interpretation by human experts. 

An essential crucial prospect of knowing any neural system is the power to gain 

knowledge through experience and to accommodate new situations. This research, 

investigates the usage of back-propagation Artificial Neural Networks (BPNN) (an 

artificial intelligence framework) way to represent and predict the herd lifespan in 

prerecorded dairy cattle herds in India. The specific BPNN method discovers the weights 

for any multilayer network, provided the network having a fixed group of units as well as 

interconnections. That utilizes the gradient descent to try to reduce squared error between 

your network output records and target records of these outputs Such conjecture is really a 

prerequisite to selection of cattle that has prolonged herd life in her life time which 

eventually results in optimal breeding strategies, improved annual hereditary progress and 

boost in the gain from the dairy business. 

 

Data comprising 2972 lactation records produced by the 977 cows sired by 104 sires were 

employed to predict the herd lifespan and by making use of computer Neural Networks 

(NN). MATLAB software was adopted for NN analysis. Cows which have completed one 

or more lactation were considered within this study. 

 

Various ANN were patterned and the finest performing number of hidden layers as well as 

neurons and training algorithms retained. The overall performance of the ANN framework 

in simulating cow‟s performance was compared with factual information as prerecorded by 

the observational activity. 
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Usually much more precise conjecture values can be acquired with a neural network 

approach. This approach implies a non-linear relationship is out there among the 

dependent and independent variables inside the data and these are discovered through the 

hidden layer of NN. Hence conjecture results convey that the particular artificial neural 

networks models found in this research have the potential of predicting forthcoming 

performance as well as herd life of cows on the fundamentals of primitive reflection traits. 

 

Keywords: Artificial neural networks, dairy cows, herd life, feed forward, back propagation, 

conjecture, nntool, network training, neural network toolbox etc. 
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Chapter-1 

INTRODUCTION 

Our study will be beneficial in this field through conjecturing herd life of cows in dairy sector 

on that basis we are going to pick the best performing cow from the dairy herd. The research 

topic “APPLICATION OF ARTIFICIAL NEURAL NETWORK IN CONJECTURING 

HERD LIFE” on which we worked predicts the actual values of „Herd life‟ of dairy cows. 

Herd life is the life associated with cattle in years by which cattle are useful regarding dairy 

industry and lives within dairy herd. In this research we used the artificial neural networks to 

predict the actual values as the tool of data mining. The pre-recorded data of no. of cows tend 

to be complicated and also non-linear in nature. These data must be accumulated in a 

structured form. This accumulated data could be then integrated as well as managed to create 

a dairy information program. 

1.1 Significance of Dairy Sector in India: 

India is wealthy in its livestock wealth. It accounts for nearly 15.8% of the world cattle 

population and more than half of the world buffalo population and their milk accounts for 

21% of agricultural production of India. In India, the dairy sector exists being an essential 

way to obtain rural employment as well as income. In 2001, Indian dairy industry arrived at 

second place in world after United States of America, having a production amount of 84 

million tons. The development of dairy industry throughout previous three decades has been 

remarkable, at more than 5% per year.  

Dairy farming profession is in fact India‟s maximal self-sustainable non-urban occupation 

source. Milk products tend to be a key way to obtain inexpensive as well as nourishing food 

regarding huge numbers of people in India and also the one and only appropriate way to 

obtain animal proteins regarding a huge vegetarian portion of Indian human population, 

especially the landless and minor farmers and women. Dairying continues to be regarded 

among the professions directed at relieving the impoverishment as well as unemployment 

specifically within the countryside regions within the rain-fed areas.  Around 3/4 from the 
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India‟s human population live in non-urban regions and almost 38% out of these are poor. 

Almost 73% of non-urban families own livestock in 1986-87. 

Milk production associated with Indian dairy sectors will be approximated to achieve one 

hundred seventy million tonnes simply by 2020. In previous 10 years dairy business in India 

increased with CAGR of 3.7 %. Milk is actually India‟s largest farming product. The actual 

Bovine populace here is almost one hundred fifteen million. Dairy products play a part in 

16% of consumer's expense upon food 18% in urban areas, 15% in non-urban places. The 

approximated worth of marketplace within India is actually INR 3.6 lac crore which is 

strengthened through growing human population, expectancy to life as well as concern 

regarding milk products. In dairy industries quality value refined products approximated to be 

rising from 15 to 25%. 

1.2 Essential Aspects regarding Concern in Dairy Industry: 

1.2.1 Expense of Production, Merchandise Competitiveness, and Efficiency 

of animals: 

This particular aspect is involved along with the expense of manufacturing as well as 

productiveness of animals. The particular interest in high quality milk products is actually 

growing and manufacturing is also growing in several developing nations around the world. 

The nations that desire to make more money through any kind of rise in world demand of 

dairy food products are the ones that have inexpensive production. Consequently, so that we 

can raise the competition of Indian dairy products industry, efforts needs to be made to 

decrease expense of manufacturing. Raising efficiency of animals, much better healthcare as 

well as breeding services and control over dairy animals can help to eliminate the expense of 

dairy production. We can achieve long herd life using cross breed technology. We can 

achieve improved genetic material primarily through crossbreeding of cattle. It is essential for 

animal geneticists to spot and keep financially lucrative animal genotypes (and genes) and 

also to incorporate genotype interaction together with on-farm production and environmental 

difficulties that affect the hereditary potential of food animals. In developed nations there is 

noticeable enhancement in livestock production, whereas in developing nations 

enhancements in livestock production have usually been insufficient. One of the primary 

restricting aspects has been the possible lack of genetically improved animals, a reflection 
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associated with ineffective breeding plans, if any. The key goals regarding developing 

breeding plans are the elevated rates of genetic improvement as well as the reduced rate of 

inbreeding. By promoting genetic improvement in the household cattle, animal geneticist‟s 

farthest objective would be to create breeding plans that enhance selection as well as mating 

strategies, beneath the best population structure. Selecting cows for breeding which are 

excellent in growth and milk production; exhibit increased disease resistance; or have other 

desirable traits has revolutionized livestock production. The Government and also the dairy 

products sectors can play a crucial role in this direction. 

1.2.2. Manufacturing, processing, marketing and advertising strategies: 

If India wants to come out being an exporting nation, it is essential that we need to create 

appropriate manufacturing, processing, marketing and advertising national strategies that are 

capable of achieving global quality specifications. An extensive infrastructure for generating 

quality as well as risk-free dairy food products needs to be developed together with 

appropriate lawful backup. 

1.2.3. Concentrate on buffalo milk dependent speciality: 

Dairy sector in India is actually distinctive concerning availability of huge portion of buffalo 

milk. Therefore, India can emphasis upon buffalo milk dependent special products, such as 

Mozzarella parmesan cheese, customized in order to satisfy the particular requirements of the 

target consumers. 

1.2.4. Import of fine quality and beneficial products as well as export of 

lower benefit products: 

With the industry liberalisation, in spite of the efforts of Indian organizations to build up their 

range of products, This could well be that in the future, higher worth-added products will 

probably be imported and lower worth products will probably be exported. The dairy industry 

needs to put together on their own to fulfil the challenges. Both Globalism and Liberalisation 

performs a crucial role in Indian economic system nowadays that is now elevating with a 

quick rate. Commercial manufacturing is also moving ahead with higher rate. The particular 

dairy products marketplace is no exception. With World Trade Organization (WTO) getting 

into impact, through 01 April 2001 as well as both the imports and exports obtaining 

liberalizing within the global economic system, the particular milk industry, including dairy 
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products, confronts equally a chance for progress and development as well as a risk for the 

progress and development. There's no question that there are massive opportunity for the 

expansion of the dairy products industry within the new century. There is certainly great 

chance for the foreign trade of dairy food, the expense of milk production in India becoming 

the lowest. The marketplace size is close to INR.12000 crore. Nevertheless, you will find 

hardly few plants in the country that have effectively received ISO as well as Hazard 

Analysis Critical Control Point (HACCP) [2] accreditation. There is certainly opportunity 

regarding adding newer plants implementing newer techniques by dairy products industry in 

the country. Dairy products packaging can also be one more extremely uprising area. NRI as 

well as international investments may take place in producing milk processing equipment; 

fruit product packaging equipment as well as tools for biotechnology associated dairy 

products industry. Unpredicted enhancements in quantity of animal proteins are essential in 

achieving the actual increasing food requirements on the planet. Choosing cattle regarding 

breeding that are outstanding in development as well as milk production; display improved 

disease level of resistance; or even have other desirable characteristics has totally changed 

livestock production despite having additional interest in dairy food products and also higher 

populace pressure. The continued significance about this sub-field within the Indian 

economic system is dependent upon productiveness raises via picking high quality animals 

regarding milk and other dairy products so that in minimum expenditures one can make much 

more profit. This particular dissertation work is going to be beneficial regarding dairy 

industries through conjecturing the actual values of herd lifespan where cattle are of help 

regarding dairy products industry, furthermore through conjecturing herd life in which cattle 

can produce milk. 

1.2.5. Provisions regarding SPS and TBT: 

On the global stage, we need to make sure that provisions regarding SPS and TBT are 

impelled through application associated with sound scientific principles and may turn out to 

be de facto boundaries to industry. 

1.3 Aim: 

The primary aim associated with this study performed is actually to be able to choose the 

particular cattle which tend to be beneficial regarding the particular milk industry; beneficial 
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cattle are usually individuals which has prolonged herd life. The conjecture associated with 

Herd Life can improve the actual dairy products revenue through decreasing the particular 

expenditures. Developing an effective milk products industry‟s research and development 

(R&D) strategy can end up being equally a predictive concern plus an optimisation concern. 

The actual industry‟s achievements are usually reliant upon elevated animal productiveness 

via breeding plans as well as successful management. One of the key issues in the industry 

consequently, is always to enhance the productiveness of breeds via the design of successful 

breeding plans. 

 

We are able to attain extended herd life by making use of cross breed technology. We are 

able to attain enhanced hereditary material mainly via crossbreeding of cattle. It is crucial for 

animal geneticists to spot and keep financially lucrative animal genotypes (and genes) and 

also to incorporate genotype interaction together with on-farm production and environmental 

difficulties that affect the hereditary potential of food animals. These types of plans make an 

effort to enhance the genetic value along with the productiveness of cattle via determining 

(selecting) as well as mating (allocating) cattle that are rich in genetic merits, underneath the 

current environmental as well as managing circumstances. To resolve the selection as well as 

allocation issues, we have to predict the herd life of cattle. So the particular aim of the study 

carried out is to generate as well as examine the utilisation of the neural networks for 

conjecture of herd life in dairy cattle. 
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Chapter-2 

LITERATURE REVIEW 

The research work associated with this particular dissertation primarily recommended from 

the thesis "Milk yield conjecture in Kenyan Holstein-Friesian cattle using computer neural 

networks system", within this study the different variables associated with cattle have been 

examined making use of regression model as well as other statistical strategies whilst in the 

research work of “APPLICATION OF ARTIFICIAL NEURAL NETWORK IN 

CONJECTURING HERD LIFE” we've utilized Artificial neural network (ANN) for analysis 

of various parameters. ANN is really an effective data mining tool which has the capacity to 

catch and signify complicated input /output relationships. The concept as well as inspiration 

to build up neural network technologies originates from the need in order to implement a 

man-made system which can execute smart jobs similar to ones that are carried out basically 

by the human mind. Artificial neural network (ANN) is really an enormously parallel 

dispersed model comprised of simple processing units (neurons) that has the capacity to 

discover functional dependencies from information. This resembles the mind in two aspects: 

 

 First one, Knowledge is actually obtained from the network by looking at the 

environment via a learning procedure. 

 

 And second one, Interneuron link advantages, referred to as synaptic weights, are 

utilized to maintain obtained knowledge. 

 

This is actually established fact that biological neural systems (BNSs) are capable of doing 

extremely intricate calculations without having alternative to specific quantitative 

procedures, and also are designed for learning with time. This kind of property is considered 

to reveal the actual capability of enormous ensembles of neurons to discover by means of 

experience of external stimulating elements and also to generalize throughout associated 

instances of the signal. 
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Figure 2.1: Schematic Diagram of the BN [11] 

The fundamental elements of BNSs are nerve tissues, described therefore as biological 

neurons (BNs). The BN generally is made up of cell body, dendrites and also an axon, as 

demonstrated over in Figure 2.1. Neurons are usually enormously connected, in which an 

interconnection is actually involving the axon of one neuron as well as one or more 

dendrites associated with some other neurons. This kind of connection is termed as a 

synapse. Signals moves from dendrites, from the cell body towards the axon; from the 

location where the signals are spread to any or all linked dendrites. 

 

Actually, ANNs are usually dispersed, flexible, usually nonlinear method of learning made up 

of various processing elements (PEs) referred to as neurons. They derive from a processing 

model just like the root architecture of the human mind, the target becoming in order to 

design the brains capability to understand and/or modify responding to external inputs. 
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Figure 2.2: Representation Regarding Artificial Neuron [8] 

 

 

A man-made artificial neuron (AN), additionally sometimes referred to as PE, is really a sort 

of the BN. Each and every AN gets signals from  surroundings, or another ANs, collects these 

types of signals and also, whenever terminated, sends the signal to all linked AN’s Input 

signals are usually inhibitory or even excitatory by means of unfavourable and favourable 

weights connected along with every link to the AN. The particular firing of the ANs and the 

potency of input signal are usually managed using a function (i.e. known as activation 

function). Every neuron generally gets signals externally, or even from other neurons. 

Whenever terminated, these types of neurons figure out the net input signal like a function 

of the particular weights. The net signal can serve as input towards the activation function 

making use of that the neuron then decides the output signal.  
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(a)                                           (b) 

 

(c)                                                              (d) 

 

Figure 2.3: Structures associated with ANNs. (a) Multilayer Recurrent Neural Network; 

(b) Cellular Neural Network; (c) Multilayer feed forward Neural Network; (d) Self-

Organizing Map; [10] 

 

Usually much more precise conjecture values can be acquired with a neural network 

approach. This approach implies a non-linear relationship is out there among the dependent 

and independent variables inside the data and these are discovered through the hidden layer 

of NN. Hence conjecture results convey that the particular artificial neural networks models 

found in this research have the potential of conjecturing forthcoming performance as well as 

herd life of cows on the fundamentals of primitive reflection traits. The primary aim of the 

study carried out is to generate as well as examine the utilisation of the neural networks for 

conjecture of herd life in dairy cattle. Developing an efficient milk industry‟s research and 

development (R&D) plan will be equally a predictive issue plus an optimisation issue. 
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Whenever models tend to be of nonlinear character, artificial neural networks (ANN) have 

been discovered being resistant to both the noises and ambiguity in information caused by 

environmental impacts. 

The process accustomed to execute the learning method is termed as learning algorithm, the 

particular function of which would be to customize the synaptic weights with the network 

within a tidy trend to achieve the preferred design objective. Every neuron is a 

straightforward processing unit that gets several weighted data, sums all of them with a bias 

as well as computes an end result to be handed down. The particular function of which 

neuron makes use in order to compute the end result is termed as activation function. 

 

Figure 2.4: Graphical Representation of a Single Neuron [2] 

 

The most frequent structure is actually multilayer perceptron (MLP). These kinds of networks 

certainly are a feed forward network in which the neurons are usually organized within a 

number of hidden layers. Each and every perceptron in a single layer is actually linked to 

each and every perceptron around the following layer; therefore facts are continuously "feed 

forward" in one layer to another. A good MLP generally is made up of three levels one input 
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layer, next hidden layer and also an output layer. The particular amount of input neurons is 

usually decided to concur in order to the actual dimensions of input vector. The particular 

amount of neurons within the hidden layer is actually decided experimentally as well as the 

actual dimensions of the particular output vector to be able to model or also the particular 

number of classes in order to be categorized typically decides the amount of output neurons. 

Each and every neuron has any certain number of inputs (coming from beyond the neural 

network or even the earlier layer) as well as any certain quantity of outputs (leading towards 

the subsequent layer or even out from the neural network). Any neuron figure out its output 

response depending on the measured sum of all the inputs based on an activation function. 

Data moves one way via this sort of neural network beginning with external inputs to the first 

layer, that are carried with the hidden layer(s), after which moves on towards the output layer 

from which the particular external outputs are usually acquired. 

 

Figure 2.5: Schematic Representation of a Multilayer Perceptron with One Hidden 

Layer [2] 
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Simply by changing the amount of nodes within the hidden layer, the amount of layers, and 

also the amount of input as well as output nodes, it's possible to move points inside arbitrary 

dimensional space directly into an arbitrary amount of groups. The particular network 

discovers concerning the feedback by an active procedure for modifying the actual weights as 

well as the actual bias. This technique is named supervised learning and also the algorithm 

utilized is termed as learning algorithm. 

The back propagation network is made up with a minimum of three layers (MLP), very first 

is an input layer, next one is the hidden layer, and last one is actually output layer. Within 

BP, regarding any provided input-output set, the particular algorithm functions as a couple 

of stages of data circulation. First is actually, the input pattern will be spread through input 

layer towards the output layer and also, because of this kind of forward circulation of data, 

it creates a genuine output. After that an error transmission caused by any kind of 

difference between the particular predicted and real outputs are back-propagated through 

output layer towards the earlier layers so they can revise their own weights before input 

layer is attained. Within the regular BP, learning iterations (i.e. epochs) includes two stages: 

within the particular feed forward pass, the genuine outcomes of the network for every 

training pattern are determined; within the backward propagation, any kind of error 

transmission will be spread again through output layer to input layer. Weights are modified 

usually after that as functions of error transmission. 
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Figure 2.6: Illustration of Back Propagation Training Algorithm [18] 

 

 The learning algorithm process: 

1. Trigger weights with arbitrary values and set other network variables. 

2. Read out the inputs and also the wanted outputs. 

3. Figure out the actual output (through operating forward with the layers). 

4. Figure out the error (variation between your actual and wanted output). 

5. Alter the weights through operating backward with the hidden layers. 

6. Repeat steps 2-5 right up until weights stabilize. 

 

 

Figure 2.7: Back Propagation of the Error for any Single Neuron [17] 
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Figure 2.8: Development procedure for a good ANN [8] 
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Chapter-3 

ARTIFICIAL NEURAL NETWORK 

3.1 Introduction:  

Neural networks are comprised of basic components running in parallel. These types of 

components are usually motivated simply by biological nervous systems. As in character, the 

particular network function is decided mainly from the connections among components. We 

are able to educate a neural network to execute a certain function simply by modifying the 

particular values of the connections (weights) among components. Generally neural networks 

are modified, or educated, to ensure that a certain input results in a particular target output. 

These types of circumstances are demonstrated below. There, the particular network is 

actually modified, with different evaluation of the output and also the target, until the 

network output fits the mark. Generally several these kinds of input/target sets are utilized, 

within this supervised learning, to teach any network. Neural networks are already educated 

to carry out complicated features in several areas associated with application which includes 

speech, pattern recognition, vision, identification, control systems, classification, etc. 

 

 

Artificial neural network (ANN) is absolutely a good significantly parallel dispersed model 

made up of basic processing devices (neurons) which has the ability to find out functional 
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dependencies coming from information. Artificial neural networks (ANN) happen to be 

produced as simplification associated with statistical designs of biological nervous methods. 

This is similar to the mind in two aspects: 

 

 First one, Knowledge is actually obtained from the network simply by exploring the 

surroundings. 

 And second one, Interneuron link positive aspects, referred to as synaptic weights, are 

employed to maintain acquired knowledge. 

3.2 Characteristics of Neural Networks: 

Listed below are the fundamental features associated with neural network: 

 Show mapping abilities, that is, they are able to chart input patterns with their linked 

output patterns. 

 Improve by illustrations. Therefore NN structures could be trained along with known 

examples of an issue prior to they are examined for inference capacity on different, 

not known cases of the problem. They could consequently, determine new objects 

earlier untrained. 

 Hold the ability to generalize. Therefore, they are able to forecast new outcomes 

through past trends. 

 Robust systems and therefore are fault resistant. They could, as a result, recollect 

complete patterns through imperfect, incomplete or even noisy patterns. 

 A good ANN functions being an associative memory i.e. it stores information through 

associating it along with other details within the memory unit. 

The neural network is seen self-organized i.e. a few neural networks can be created in order 

to generalize from input data patterns utilized in training without being supplied with certain 

guidelines about precisely what to learn. The human mind gives evidence of the presence of 

enormous neural networks that will be successful at those intellectual, perceptual, and also 

control functions by which human beings are successful. The mind is capable of doing 

computationally challenging perceptual activities e.g. recognition of faces, speech and control 

activities e.g. body movements and body functions. 
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The benefit of the mind is actually the efficient and effective utilization of enormous parallel 

processing, the actual extremely parallel processing framework, and also the hidden 

information processing ability. Naturally we could state that a person's mental abilities are an 

accumulation of a lot more than ten billion interconnected neurons. Within neural networks 

every neuron is actually a cell or node (Figure 2.1) which makes use of biochemical 

responses to obtain, procedure, as well as transfer information. Each NN provides tree like 

framework, in neural networks tree like systems associated with neural fibers are classified as 

dendrites are usually attached to cell body, the location where the cell nucleus is situated. 

Increasing from the cell body is an individual lengthy fiber which is sometimes called the 

axon that ultimately branches directly into a couple of unit strands as well as sub strands, that 

are attached to some other neurons via synaptic terminals or synapses. Within neural 

networks the particular transmission of signals from neuron to a different from synapses is 

really a complicated chemical procedure. To resolve the particular complicated problems 

ANN has been created as simplification of statistical designs just like of organic nervous 

systems inside mind. A primary trend of curiosity within neural networks also called 

connectionist designs or parallel dispersed processing come about right after the development 

of basic neurons. The fundamental processing components of neural networks are classified 

as man-made neurons, or simply just neurons or even nodes. In the basic sort of statistical 

model of the particular neuron, the consequences from the synapses are usually displayed 

through connection weights which regulate the consequence from the connected input signal 

values, as well as the nonlinear attribute showed simply by neurons is presented by a transfer 

function. The actual neuron behavioural instinct is then calculated as the measured sum of the 

input signals, altered through the transfer function. The learning capability of the artificial 

neuron is actually accomplished through modifying the weights in accordance with the 

particular chosen learning algorithm.  

3.3 Neural Network Topologies: 

There are essentially subsequent forms of topologies- 

3.3.1 Feed Forward Neural Network:  

In the feed forward network, information moves one way together hooking up path ways, 

from the input layer through the hidden layers towards the ultimate output layer. There isn't 
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any feedback (loops) i.e., the particular output of any kind of layer has no effect on that exact 

same or even earlier layer. The graphical demonstration regarding feed forward network 

emerges in figure below: 

 

Figure 3.1: A Multi-Layer Feed Forward Neural Network [12] 

The basic method regarding training any Feed forward NN is as explained below: 

i. Input details are provided to the particular network and propagated from the network 

till it actually reaches the output layer. This kind of forward procedure creates an expected 

output of the actual provided data set. 

ii. The particular predicted end result is then deducted from the real result plus an error 

value for that network is determined. 

iii. The neural network after that makes use of supervised learning, which usually within 

the majority of the cases is actually back propagation, to train the particular network. Back 

propagation is the learning algorithm regarding customization of the weights. It starts with 

the weights involving the output layer processing components as well as the final hidden 

layer processing components and functions in reverse through the network. 

iv. As soon as back propagation algorithm has completed, the forward process begins 

again, and this routine is continued till the error among predicted and real outputs is actually 

minimized, in which errors would be the difference between target data and feedback data. 

The particular network which has minimal difference is going to be finest developed network. 
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3.3.2 Recurrent Networks: 

These types of networks vary from feed forward network structures in the perception that 

there's a minimum of one feedback link as demonstrated in figure below. There may be 

neurons along with self-feedback connections, i.e. the particular output of any neuron is 

actually provided back again into itself as input. The graphic demonstration regarding feed 

forward network emerges inside figure below: 

 

Figure 3.2: Recurrent Neural Network [18] 

3.4 Learning of Neural Network: 

We establish a learning principle like a technique of adjusting the particular weights and 

biases of the network. (This particular method can be known as training algorithm.) The 

learning rule is actually applied to educate the particular network to execute specific job. The 

most crucial property of the neural network is it can easily learn from surroundings, and can 

enhance the efficiency by means of learning. Learning is really a procedure through which 

the particular free variables of the neural network i.e. synaptic weights as well as thresholds 

are generally adapted by way of a constant procedure for activation through the atmosphere 

where the network is actually inlayed. The particular network gets to be more experienced 

inside environment following all iteration associated with learning procedure. Learning 

principles within this toolbox belong to three wide classes: supervised learning reinforced 

learning and last one unsupervised learning or self-organized learning. 

3.4.1 Supervised Learning: 

Learning procedure where modifications in any networks weights as well as biases are caused 

by the Involvement of the external teacher. The particular teacher generally gives output 
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Goals. The network learns concerning the input via an interactive procedure for modifying 

the weights and also the bias. This technique is named supervised learning and the algorithm 

employed is the learning algorithm. 

 Standard back propagation algorithm (gradient descent, on-line and batch); 

 Resilient back propagation; 

 Feed forward neural networks (FFNN); 

 Recursive neural networks (Elman, Jordan,); 

 Time delay neural networks (TDNN); 

 

3.4.2 Unsupervised Learning: 

Learning method where alterations in any kind of networks weights as well as biases aren't as 

a result of Involvement of the external teacher. Generally modifications really are a function 

of the existing network input vectors, output vectors, as well as earlier weights and biases. In 

unsupervised learning, the particular weights as well as biases are changed responding to 

network inputs only. There aren't any target outputs accessible. These types of algorithms 

execute clustering functions. They classify the particular input patterns into a finite quantity 

of classes. This is especially beneficial in these kinds of applications like vector quantization. 

 Principal Component Analysis (PCA); 

 Kohonen SOMs (with WTA or Gaussian output maps); 

 

3.4.3 Reinforcement Learning: 

As we observed previously mentioned that within supervised learning there exists target 

output value for each and every input value. Nonetheless, in several circumstances, there is 

certainly much less detailed information accessible. In intense circumstances, there is just a  

little bit of details after having a lengthy series of inputs showing whether or not the output is 

actually right. Reinforcement learning is an approach created to manage these kinds of 

circumstances. Reinforcement learning is a form of learning in that a few feedbacks from the 

surroundings are provided. Nonetheless the feedback signal is just evaluative, not really 

instructional. Reinforcement learning is usually called learning having a critic instead of 

learning having a teacher. 
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3.5 Role of Neural Networks in Data Mining: 

The utilization of neural networks within data mining is really an encouraging area regarding 

research especially because of the prepared option of huge bulk of data sets and also the 

noted capability associated with neural networks in order to discover as well as deal with 

interactions from a large numbers of parameters. There are numerous technologies readily 

available for data mining, which includes Regression, Artificial Neural Networks, and also 

the Decision Trees. But Neural Networks are more well-known in Professionals because of 

their black box character. Generally neural networks execute as well or even much better than 

the standard statistical strategies to that they are usually compared. Therefore, neural 

networks have become extremely popular with data mining professionals, specifically in 

finance, marketing and medical research. Because of design issues neural systems require 

additional research just before they're extensively accepted in industry. As software 

organizations produce much more superior models along with consumer-friendly interfaces 

the interest to neural networks will keep growing.  

Neural networks possess extensive usefulness in real-world enterprise issues. Actually, they 

have been effectively utilized in several industries. The duties that artificial neural networks 

are usually utilized often fall within the following categories: 

 Classification, which includes pattern recognition as well as sequence recognition, 

uniqueness detection as well as consecutive making decisions. 

 Regression analysis or Function approximation, which includes time sequence 

conjecture as well as modelling. 

 Data processing, which includes selection, clustering, blind source splitting and also 

compression. 

Application areas consist of making decisions (racing, backgammon, chess) and game 

playing, system recognition as well as control (procedure control, automobile control), 

medical diagnosis, financial applications, pattern identification (radar methods, face 

recognition, object identification and much more), sequence identification (hand-written text 

identification, speech, gesture), visualization and e-mail spam blocking, knowledge discovery 

within databases.  
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Because neural networks are best at determining patterns or trends in data (regarding data 

mining), they're perfect for conjecture or forecasting requirements such as: 

 Risk management; 

 Sales; 

 Data validation; 

 Target marketing; 

 Customer research; 

 Industrial process control. 

ANN is additionally utilized within the following particular paradigms: hand-written word 

identification; decryption of multiple meaning words; diagnosis in medication; 3-dimensional 

object identification; undersea mine Finding; texture evaluation; face recognition; recovery of 

telecommunications through defective software program; identification of speakers in 

communications; etc. 

Data Mining has many things to get through neural networks. Their own capability to learn 

makes them extremely adaptable as well as potent. Moreover there is actually no need to 

create an algorithm to execute a specific job; i.e. there is absolutely no need to understand the 

actual inner mechanisms associated with that job. They are usually    appropriate regarding 

real time systems simply because of their quick reaction as well as computational times that 

are usually because of their parallel structures. The neural network supplies solutions, but not 

really explanations. Certainly, the neural model brings together correlations (just like 

intuitive interactions), not causal associations (explanations). Evaluating the neural network 

itself simply displays us useless numeric values. The neural model is actually a black box. On 

the other hand, this kind of model becoming steady as well as derivable, one can easily, 

beyond basic interrogation, investigate it in order to figure out typical profiles, the level of 

explicative strength associated with each and every parameter, reclassify collections 

regarding illustrations in order to figure out their own connected possibilities, imagine data 

and also conjectures, extremely predictive: the models are usually extremely trustworthy to 

actuality. Possibly the most fascinating factor regarding neural networks is actually the 

chance in which someday 'conscious' networks may be created. Presently there are a lot of 

scientist arguments that awareness is actually a 'mechanical' property and also that 'conscious' 

neural networks really are a practical possibility. Neural networks have a large prospective as 
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well as their integration along with fuzzy logic, artificial intelligence and other connected 

subjects increases their future applicability to Data mining. 

ANNs are employed to discover patterns within the data and also to provide guidelines from 

them. Neural networks are helpful in supplying information on forecasting, clusters, 

classifications, as well as associations. The back propagation algorithm enables you to carry 

out learning on the feed-forward neural network. 

3.6 Back Propagation Algorithm: 

The most frequent algorithm is actually the error back propagation algorithm. This is also 

called as back-error propagation employed as supervised learning. This are made up of two or 

more hidden layers. This is basic algorithm in order to discover error. This particular 

algorithm is actually dependent upon the error-correction learning principle, dependent on 

gradient descent within the particular error surface. Essentially, a collection of cases, with all 

the related targets, is offered to the network. The actual input details are implemented into the 

network through the input layer and are also refined from the layers - forward pass. After 

that, the specific end result is actually in comparison to the expected result (the targets) for 

your specific input. This leads to an error value. This particular error value is actually back 

propagated thought the particular network, contrary to the path of the weights. The actual 

weights as well as bias are usually modified to make the actual reply from the network shift 

nearer to the wanted reply in the Mathematical sense. Therefore, the back propagation 

algorithm actively seeks the least error function within the weight space using the approach to 

gradient descent. The mixture of weights that reduces the error function is regarded as an 

answer of the learning issue. Because this approach demands calculation of the gradient of 

the error function at each and every iteration stage, we have to ensure the continuity as well 

as differentiability of the error function. 

The particular back-propagation algorithm measures up The end result which was acquired 

with the end result which was expected. After that it makes use of these records in order to 

carefully customize the weights through the entire neural network. This kind of training 

requires just a small fraction of the time which trial and error approach takes. It can also be 

reliably accustomed to train networks upon merely a part of the data, because it can make 
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implications. The producing networks in many cases are properly designed to resolve issues 

that they've never been particularly trained on. 

Review of the approach: 

1. Present a training test data collection for the neural network. 

2. Evaluate the network's output data to the wanted output through that test, and also 

compute the actual errors in each and every output neuron. 

3. For each and every neuron, determine what the end result along with a scaling element is; 

furthermore compute how much lower or higher the particular end result has to be 

adjusted to fit the wanted output. This is actually the local error. 

4. Alter the weights of each and every neuron to attenuate the local error. 

3.7 Benefits of Neural Networks: 

Neural networks possess various positive aspects a number of them are as follows: 

 Capability to take into account any kind of functional dependency. The network finds 

out (learns, models) the character associated with the reliance without requiring in 

order to be motivated. Absolutely no require to postulate the product, in order to 

change this, and so on; 

 One should go right through the particular information to be able to the actual product 

without having mid-level, without having recoding, without having binning, without 

having simplification or even doubtful meaning; 

 Insensitivity in order to average noise or even unreliability within the actual 

information. 

 Absolutely no circumstances upon the particular forecasted variable: that  can end up 

being the Yes/No result, a steady worth, one or even a lot more classes amongst n, 

and so forth.; 

 Simplicity associated with managing, significantly a smaller amount associated with 

human function as compared to conventional Mathematical evaluation. Absolutely no 

proficiency within mathematics, statistics or even informatics is actually needed; 

 Simply no need to personally identify collinearity; 
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 In segmentation, the actual net decides simply by itself exactly how numerous 

groupings right now there are within each and every class; 

 Regarding the beginner user, the concept associated with learning is actually less 

difficult in order to understand as compared to the actual complexity associated with 

multivariate data; 

 Speed of use: ten microseconds whenever traditional hardwired, a few milliseconds 

on one GHz computer; 

 Spatial relationships (geomarketing and so on) are usually very easily analysed as 

well as modelled; 

 The ultimate model is actually steady and derivable and also gives itself easily in 

order to further work like: recognition of centroids (typical profiles) through gradient 

ascent, sensitivity calculation (through partial derivation), exhibit along with any 

wanted precision, etc.; 

 Description and conjecture - the particular customers' decision-making procedures are 

poorly understood and thus much poorly modelled through causal models. In some 

other terms, getting out behaviour principles as such appears naturally challenging. 

This particular reminds all of us of the bitter failures associated with professional 

systems. The neural networks far better precisely due to the fact that it designs 

interactions and not causes; 

 The «black box» issue, validating the particular design.  The neural design is actually 

validated utilizing an amount of good examples which had been omitted from the 

learning set, referred to as the test set. Target and predicted values are usually 

compared. Overall performance is examined utilizing the reclassifying rate (when 

classifying) or the average change among target and predicted values whenever 

conjecturing the Mathematical value. This kind of validation approach is actually as 

objective as can be, is actually frequent within data evaluation and can be 

implemented to any sort of predictor, even to a professional individual. 
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3.8 Design Issues with Neural Networks: 

Following are usually the design issues with neural networks: 

 Regarding the neural networks currently there are absolutely no general strategies in order 

to figure out the optimum quantity of neurons essential regarding resolving any sort of 

issue. 

 With regard to the particular neural networks this is actually challenging to be able to 

choose a training data set that completely explains the particular problem to be resolved.  
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Chapter-4 

MATERIALS AND METHODS 

As described within introduction portion primary aim of this dissertation is to forecast the 

actual values of herd life in dairy cattle. This particular dissertation explains that based on 

identified values we are able to predict future values. This particular section is utilized in 

order to predict herd life. For this, MATLAB 7.10.0.499 (R2010a) computer software of 

sixty-four bit edition, license date February 5, 2010 and license number 161051 is utilized. 

MATLAB software program had been set up in windows8 operating environment, as the data 

connected with cows had been pre-recorded within national dairy research Institute was 

adopted as database. 

4.1 Description of Database: 

The current analysis had been performed on Karan Fries breed of cows maintained and taken 

care at National Dairy Research Institute (NDRI), Karnal Haryana (India).  The information 

utilized in our analysis has been accumulated through pedigree registers, calving accounts 

and health reports. An overall total of 2971 lactation data associated with 975 cows sired 

through 104 breeders had been applied. Cows which have finished a minimum one lactation 

have been considered within this investigation. From these records to calculate the actual 

herd life we had utilized various cows data, and regarding which we developed artificial 

neural networks as well as information of cows had been trained, tested and verified. The 

data had been prolonged during a period of seventeen years in the years 1996 to 2013.  

Data associated along with this research had been produced from cows record files preserved 

in the National Dairy Research Institute (NDRI), Karnal Haryana, and the organization in 

charge of the Research in animal science in India. The different records we've utilized 

regarding herd life conjecture are: Calving interval (CI), Genetic group, Age on first calving 

(AFC), Animal number, Period of calving, Season of calving, Productive herd life, Total milk 

sum in first lactation. 



 

31 

 

4.2 Location and Weather Circumstances: 

The NDRI farm is actually located in eastern zone of Haryana within the Trans-Genetic Plain 

Region of India. The farm is located at an altitude of 250 meters above mean ocean level and 

at latitude 29o43 North and longitude 70o59 East. The actual mean annual rain fall ranges 

through 500 to 1000 millimeters. Greater than 70 % rains are usually received during July to 

September. Normal rainy days are more than thirty every year. Concentration of monsoon 

rain fall differs from 20 to 30 millimeters daily plus in winter season cyclonic rain fall differs 

from 8 to 14 millimeters each day.  

4.3 Data Utilized Regarding Herd Life Conjecture: 

a. Age at first calving (AFC) in days: This is the age of cattle when cow very first-time gives 

calf. 

b. Calving interval: This is actually the period of time between couples of lactations of the 

cows. It is actually the sum of the service time period (SP) and dry time period (DP). 

c. Productive Herd life within the year: The following is the total period of time through 

which any cow provides milk in their life, and we require forecasting this specific value. 

4.4 Application of Artificial Neural Networks in Conjecturing 

Herd Life: 

4.4.1 Research Method:  

What exactly is herd life is previously discussed within introduction part of this study, one 

way of forecasting the actual herd lifetime of cattle is by making use of ANN. With this 

method we've employed nntool case within MATLAB software program to generate 

networks, educate the networks, validate, and test these neural networks. EXCEL computer 

software was adopted regarding input data processing. Herd life is the life span of the cattle 

by which cattle are of use for any dairy products industries. This is actually the age of cattle 

by which cows provide milk in good volume from then on age quantity of milk reduces. 

Conjecture of herd lifetime of the cattle in dairy market is beneficial to maximize the actual 

revenue associated with dairy sector. If dairy farm maker forecast the herd lifetime of any 

cow then he or she will maintain that right up until its herd life from then on cow will be 
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taken out from the herd, this will help save unnecessary expenditures on worthless cows. The 

particular dataset that we've utilized in herd life conjecture is shown in table 4.1. 
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TABLE 4.1 Herd Life Dataset 

 

S.No. Age at First Calving (AFC) IN DAYS CALVING INTERVAL HERD LIFE IN YEARS 

1. 922 295 1.78 

2. 1016 311 2.01 

3. 1065 311 5.55 

4. 990 313 7.55 

5. 1024 314 5.01 

6. 866 317 2.72 

7. 1144 317 3.49 

8. 933 318 1.94 

9. 1110 318 8.22 

10. 776 319 7.77 

11. 941 319 7.74 

12. 977 320 3.79 

13. 1036 321 2.25 

14. 823 321 4.07 

15. 1040 322 8.17 

16. 1232 323 4.08 

17. 1145 323 3.95 

18. 1050 325 8.25 

19. 996 326 9.99 

20. 989 327 2.75 

21. 882 327 3.58 

22. 1087 327 3.57 

23. 905 329 1.91 

24. 883 329 10.33 

25. 1202 330 2.26 

26. 1031 330 3.64 

27. 976 330 7.42 

28. 1037 331 3.44 

29. 886 331 6.15 

30. 905 331 11.68 

31. 1125 332 5.19 

32. 897 333 7.28 

33. 930 333 8.24 

34. 888 334 7.37 

35. 831 337 5.56 

36. 1310 337 4.96 

37. 1070 338 3.01 

38. 858 339 8.90 

39. 1035 340 2.20 

40. 1132 340 2.09 
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Regarding herd life conjecture we need to follow these steps: 

 A graphic user interface is utilized for the neural networks toolkit; this kind of user 

interface permits us to generate networks. 

 For an additional step we need to enter data to the GUI, this kind of details are known as 

input data, while data which is wanted is referred to as target data. 

 Right after importing the info initialize the weights, generate, educate, as well as simulate 

networks. 

 Export the training outcomes as well as created networks from the GUI to the command 

line workspace. 

 Save the various parameters exported to the workspace. 

Regarding herd life conjecture to start the Network/Data Manager window we type nntool 

when the GUI Network/Data Manager window arrives and running, we are able to import the 

particular data, generate the network, view the network, train that, simulate feedback to 

network and also export the ultimate final results to the work area.  In the same way, we are 

able to import data from the workspace to use within the GUI. 

4.4.2 Input and Target Data:  

Regarding herd life prediction here is the initial step to begin, we have to type nntool 

command window in MATLAB. The Network/Data Manager windowpane appears. The 

Network/Data Manager windowpane provides several options such as input data, target data, 

output data, error data, new, help, Networks, open, export, import, close and delete. Input 

data option is useful for input data that we want to provide as feedback, Target data option is 

employed for data that we desires as a possible end result. Networks option displays the name 

of created network, Output option displays the particular network output data, and error 

option exhibits the main difference among target data and output data. Import option is 

utilized to import the particular input as well as target data from the MATLAB work area to 

GUI. New option is accustomed to generate new network. Delete option is utilized to remove 

any kind of variable from GUI. Help option is employed for assist while close option is 

employed for closing the GUI. 
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Figure4.1:  Network Data Manager Window 

4.4.3 Import of Data:   

In Within this stage details are split up into two groups first is input data; next is target data 

we need to import these data. We must select Import button as demonstrated in figure 4.1.  

Concerning herd life conjecture chosen data regarding input was document 'm' which was the 

transpose of excel record 'a', While target data was 'n' that has been imported in nntool GUI. 

Choose the data we want for input data (like m matrix) and then click the Input Data option, 

next Import, after that ok.  In the same way select the data we desire for target (n vector 

within this) and then click the Target Data option, next Import, after that ok. Also to include 

validation as well as testing data, import the required data sets as Inputs or Targets. Tables 

4.2 and 4.3 as demonstrated under are employed with regard to input and target data 

correspondingly. 
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TABLE 4.2 Input Data for Herd Life Conjecture 

 

S.No. Age at First Calving (AFC) IN DAYS CALVING INTERVAL 

1. 922 295 

2. 1016 311 

3. 1065 311 

4. 990 313 

5. 1024 314 

6. 866 317 

7. 1144 317 

8. 933 318 

9. 1110 318 

10. 776 319 

11. 941 319 

12. 977 320 

13. 1036 321 

14. 823 321 

15. 1040 322 

16. 1232 323 

17. 1145 323 

18. 1050 325 

19. 996 326 

20. 989 327 

21. 882 327 

22. 1087 327 

23. 905 329 

24. 883 329 

25. 1202 330 

26. 1031 330 

27. 976 330 

28. 1037 331 

29. 886 331 

30. 905 331 

31. 1125 332 

32. 897 333 

33. 930 333 

34. 888 334 

35. 831 337 

36. 1310 337 

37. 1070 338 

38. 858 339 

39. 1035 340 

40. 1132 340 
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TABLE 4.3 Target Data for Herd Life Conjecture 

 

S.No. HERD LIFE IN YEARS 

1. 1.78 

2. 2.01 

3. 5.55 

4. 7.55 

5. 5.01 

6. 2.72 

7. 3.49 

8. 1.94 

9. 8.22 

10. 7.77 

11. 7.74 

12. 3.79 

13. 2.25 

14. 4.07 

15. 8.17 

16. 4.08 

17. 3.95 

18. 8.25 

19. 9.99 

20. 2.75 

21. 3.58 

22. 3.57 

23. 1.91 

24. 10.33 

25. 2.26 

26. 3.64 

27. 7.42 

28. 3.44 

29. 6.15 

30. 11.68 

31. 5.19 

32. 7.28 

33. 8.24 

34. 7.37 

35. 5.56 

36. 4.96 

37. 3.01 

38. 8.90 

39. 2.20 

40. 2.09 
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Figure 4.2: Import Data to Network/Data Manger 

Within the previously mentioned figure 4.2 i and o that are excel documents can be made 

input and target data simply by hitting input and target options correspondingly. Now the 

Network Data Manager windowpane arises as shown within the figure 4.3 and in this 

windowpane i display being an input as well as o as target data. In Next step we need to 

create network. 

Figure 4.3: Data Import Window 
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4.4.4 Creation of Network:    

Now we want to make a new network, the very first network that'll be created which we are 

going to call network1.  To get this done, click on New as shown within the figure 4.3, and a 

Create New Network windowpane will appear. Enter Network1 below Network Name or 

even we are able to give any other title to the network. After which establish the Network 

Type to feed-forward back propagation. The particular input ranges can be set simply by 

entering numbers in that field, however it is better to acquire them from the specific input 

data which we want to utilize. To get this done, we have to click on   Input data   and choose 

i. Likewise click on Target data and choose o. This would result in input ranges [295, 1310], 

as well as target range to [1.78, 11.68]. Regarding herd life forecasting we have built the 

straightforward Two input individual output [2, 1] FFNN using a tansig function within first 

hidden layer neuron and also a purelin function within the second hidden level neuron. To 

calculate the herd life, we've implemented 10 inside the number of Neurons box. Layer one 

had been established to tansig that's been according to our necessity. From then on click the 

drop-down menus concerning attributes and set it to Layer 2. Now, modify the transfer 

function to purelin transfer function. Concerning Herd Life total eight networks with different 

architectures as shown inside of table1 had been developed to determine finest final 

outcomes. Additional parameters shown inside of Table1 which includes training function, 

transfer function inside input layer, adaption learning function, performance function, 

quantity of hidden layers, along with transfer function inside of output layer, had been 

considered to get the best possible network. The most effective network had been chosen 

according to the minimum error inside training along with the greater correlation coefficient 

of knowledge. We've utilized trainscg regarding training function, learngdm regarding 

learning function, together with MSERG regarding performance function within development 

of Network8 as shown inside of Table1. Therefore set individuals values using the arrows 

regarding training function as well as Learning function, and Performance function 

correspondingly.  
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Figure 4.4:  Network Creation Window 

It is really an essential stage of artificial neural networks; result of predicted data is 

dependent upon the developed network. ANN has different functions such as Network Type, 

Training function, Adaption Learning function, Performance function Number of layers, 

Number of neurons, Transfer function etc. For this study we've generated various networks 

with several types of functions and various no. of layers also different no of neurons. Some of 

which are as demonstrated inside of table below, various networks has diverse network 

outputs with assorted error values. The most effective network is always that which provides 

minimal error in between network output and target data. The most effective network that we 

have developed is in the table under is Network8 with various selected variables which gives 
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minimal error as well as approximate output. Thus within this dissertation we're talking about 

Network8. Type of network we established was the particular feed forward back propagation 

neural network; transfer function we've employed for layer 1 is TANSIG that is tangent 

sigmoid function. Number of neuron we've utilized regarding network8 is 10. 

Table 4.4 Regarding Training Networks 

Network Type = FFBP, Layer1 = TANSIG, Layer2 = PURELIN 

Network 

No. 
Training function Learning function Performance function 

No. of 

neurons 

Network 1 Trainbfg Learngdm Mserg 10 

Network 2 Trainbr Learngdm Mserg 10 

Network 3 Traingd Learngdm Mserg 10 

Network 4 Trainlgdx Learngdm Mserg 10 

Network 5 Trainlm Learngdm Mserg 10 

Network 6 Trainoss Learngdm Mserg 10 

Network 7 Trainr Learngdm Mserg 10 

Network 8 Trainscg Learngdm Mserg 10 

 

Following we may go through the network simply by clicking on open. Windows should 

appear such as Figure 4.5. Figure 4.6 implies that we're about to generate a network using a 

single input, a tansig transfer function regarding the hidden layer as well as purelin with regard 

to  the  output layer, and an individual output. This is actually the feed-forward network that 

we desired. After that simply click on create to build the network. We'll get back the 

Network/Data Manager windowpane. Remember that Network8 is listed like a network as 

shown below in figure 4.5. 
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Figure 4.5:  Network Window 

Figure 4.6: Created Network 

Figure 4.6 displays the particular generated network the feed forward neural network, 

together with a couple of hidden levels in which layer1 has got the tansig transfer function, 

while layer2 has got the purelin transfer function. Within the previously mentioned figure „w‟ 
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displays the weight matrix while „b‟ displays the particular bias matrix, where weight and 

bias could be negative or positive integers. 

4.4.5 Training of the Network:  

The thought of the back propagation algorithm is always to reduce the error, before the ANN 

learns the training data. The training starts along with random weights, and the objective 

would be to alter them so the error will probably be minimal. The actual activation function 

regarding the artificial neurons within ANNs employing the back propagation algorithm is a 

measured sum the sum of the inputs x multiplied simply by their own individual weights w. 

 

This process is utilized to train the particular developed network, select network8 in 

figurem4.5 to highlight it.  After that select open this leads to a new windowpane labelled 

Network: Network8 as demonstrated within the figure 4.7. At this stage we are able to view 

the network again through clicking at the top tab View.  We are also capable to check on the 

initialization simply by clicking at the top tab Initialize. We could specify  the particular  

inputs  as well as  output  through  Pressing    the  left  tab   Training Info  and choosing  i   

from  the  pop-down  listing  regarding  inputs  as well as o  from  the  pull-down  listing  

regarding targets. The Network: Network8 window need to look similar to Figure4.7 simply 

by hitting Training Parameters tab; we are able to alter the amount of epochs or cycles as well 

as show. 

Figure 4.7: Network Training Phase 
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Figure 4.7 has no. of choices such as simulate that is utilized in order to simulate the 

particular output to the network input, Reinitialize Weights which is often used in order to 

reset the weight matrix, View/Edit Weight choice is accustomed to view or even modify the 

particular weights. Now whenever we click on the Train Network switch the pop-up 

windowpane as demonstrated in Figure 4.8 will appear. We are able to see here the training 

outcomes like the number of epochs, time, and performance that has been shown through the 

training phase. We can easily see that the activation depends only on the inputs and the 

weights. When the output function is the identity (output=activation), then the neuron would 

be referred to as linear. However these have severe restrictions. The most frequent output 

function is the sigmoid function. 

The particular sigmoid function is extremely near to one regarding large positive numbers, 

0.5 at zero, and extremely close to zero for big negative figures. This enables a smooth 

transition between the low and high output of the particular neuron (near to zero or near to 

one). We are able to note that the output will depend only on the activation, which often 

depends upon the values of the inputs as well as their respective weights. Now, the purpose of 

the training procedure is to acquire a desired output whenever specific inputs are given. 

Because the error is the variation among the actual and the desired output, the error depends 

upon the weights, and we have to alter the weights so that we can reduce the error. We 

consider the square of the difference between the output and the wanted target simply 

because it'll be always positive, and since it'll be greater if the variation is big, as well as 

lesser if the variation is small. The actual error of the network will be the sum of the errors of 

all of the neurons within the output layer. 
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Figure 4.8: Network Training Window 

Thus, the particular network had been trained. Remember that networks generally don't train 

to absolutely zero error as well as their error generally covers a significantly larger range. We 

are able to see the training plot simply by pressing the Performance button that appears like 

Figure 4.9. The above mentioned figure 4.8 is actually network training chart that displays 

various training variables that we have used regarding network. Within the chart 

Performance, Training state, Regression options displays the particular performance graph, 
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training graph, and regression graph correspondingly. Thus, the particular network had been 

trained. The program randomly splits input vectors as well as target vectors directly into three 

units as follows: 

 60% are employed regarding training, 20% are utilized to validate the network is 

generalizing and also to stop training prior to over fitting. 

 The final 20% are employed as a entirely independent test regarding network 

generalization. 

 

Figure 4.9:  Network Training, Performance Plot 

To locate validation errors we need to click on performance tab. In figure 4.9 performance 

chart is demonstrated in which blue line displays the training error, green line displays the 

validation error and red line displays the testing error, while dotted line displays the finest 

outcomes of the performance graph. At epoch 5 performance curve displays The most 

effective validation results. Following the epoch 5 the outcomes displays the minimal errors, 
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simply by seeing this kind of performance chart we are able to look at the overall 

performance of the training results. Within the previously mentioned graph the final results 

are affordable due to the following concerns: 

 The ultimate mean square error is small. 

 The test set errors as well as the validation set errors possess similar features. 

 Absolutely no considerable over fitting has happened by iteration 5. 

Figure 4.10: Network Regression Graph 

In order to execute some examination regarding the network response we need to select 

regression option in the training windowpane. We are able to execute the linear regression 

evaluation among network output and various targets. The above mentioned figure 4.10 plot 

displays the accuracy as well as reliability of the final results based on regression model, the 

goodness of fit is actually compared based on the coefficient of determination R values for all 

the three kinds of data are nearly equal to 1.Where R value of training, validation and testing 
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data are 0.94826, 0.97827, 0.97957 correspondingly. If we would like much more precise 

results, we need to try out any of these methods: 

 We could increase the amount of hidden neurons. 

 We could reset the initial network weights and also biases to new values with init 

after that train again. 

 We could consider using a different training algorithm. 

 We could increase the amount of training vectors can also increase the quantity of 

input values, if much more appropriate details are available.  

 

4.4.6 Validation and Testing: 

To determine the validation as well as testing of the developed network output data we must 

follow the given steps: 

 We can make sure that the particular trained network can certainly provide approximately 

zero error or minimal error by utilizing the input i and simulating the particular network.  

 Regarding this, navigate to the Network Data Manager window and choose the particular 

network: network1 next double click (or click on Open). 

 This particular will bring up the actual Network: Network8 windowpane. Simply click 

there on Simulate option. Now use the Input pull-down menu in order to specify i as the 

input, and also tag the particular output as Network8_outputsSim to differentiate this from 

the training results. Now click on Simulate in the top. Whenever we go through the 

Network/Data Manager and we'll see a new variable in the output: Network8_outputsSim. 

Double-click on it and a tiny windowpane Data: Network8_outputsSim appears using the 

values that are networks computed values.  

Result and Discussion: 

In order to export the final results (i.e. network, network outputs as well as errors) to the 

MATLAB command line work area, we've revisit the Network/Data Manager. Note that 

the particular end result and error for the Network8 are indexed by the particular Outputs 

and Error listings on the right side in the GUI. Following when we select export it will 
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give us an export or Save from Network Data Manager Windowpane. We have to select 

Network8, Network8_errors, Network8_outputs and Network8_outputSim to focus on 

them, after which click on the Export option. Both of these parameters now should be 

within the command line workspace. The table 4.8 demonstrated under displays the actual 

values of the Herd life that was the prospective as recorded and also the Network8_output 

Herd life the end result given by the developed ANN8. Error associated with Herd life 

can be determined simply by subtracting the particular output herd life from the target 

herd life data. 

4.4.7 Export Results to Workspace:   

In order to export the network, network outputs as well as errors into the MATLAB 

command line work area, we've revisit the Network/Data Manager. Note that the particular 

end result and error for the Network8 are indexed by the particular Outputs and Error listings 

on the right side in the GUI. Following when we select export it will give us an export or 

Save from Network Data Manager Windowpane. We have to select Network8, 

Network8_outputs and Network8_errors, and Network8_outputSim to focus on them, after 

which click on the Export option. 
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TABLE 4.5 Actual Data V/S Network8_Output 

S.No. HERD LIFE IN YEARs Network8_Output 
1. 1.78 2.221437 
2. 2.01 3.431177 
3. 5.55 4.899422 
4. 7.55 3.106395 
5. 5.01 4.14204 
6. 2.72 3.549285 
7. 3.49 7.191019 
8. 1.94 3.124305 
9. 8.22 6.84375 
10. 7.77 6.556716 
11. 7.74 3.351662 
12. 3.79 4.046149 
13. 2.25 5.516294 
14. 4.07 4.911702 
15. 8.17 5.679916 
16. 4.08 4.759601 
17. 3.95 6.215579 
18. 8.25 5.830454 
19. 9.99 5.259835 
20. 2.75 5.265202 
21. 3.58 4.921842 
22. 3.57 5.652538 
23. 1.91 5.295738 
24. 10.33 5.356208 
25. 2.26 3.626171 
26. 3.64 5.21286 
27. 7.42 5.331357 
28. 3.44 5.009752 
29. 6.15 5.735513 
30. 11.68 5.641982 
31. 5.19 4.044686 
32. 7.28 5.946088 
33. 8.24 5.654303 
34. 7.37 6.123121 
35. 5.56 7.046192 
36. 4.96 2.238278 
37. 3.01 3.057079 
38. 8.90 6.678048 
39. 2.20 2.919485 
40. 2.09 2.518482 
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These exported parameters now should be within the command line work area.  To test this 

particular, navigate to the command line and type who to find out all of the defined 

parameters. Within table 4.4 Network8 output is actually determined Herd life from the 

developed network that has the closest values towards the target data, these closest values 

reveal that the forecasted values from the network would be the precise values. Now we are 

able to plot the particular simulation result with the original target as demonstrated within the 

4.11 and 4.12. Whenever we plot these kinds of charts both charts are similar which usually 

implies that the forecasted data by artificial neural networks are precise having minimum 

errors. 

Figure 4.11: Herd Life Target Data Graph 

Since the chart 4.12 with regard to network output data as well as 4.11 graphs regarding 

target data displays similarity that indicates that what we need to predict is actually precise 

with minimum error.  We are able to export i, o, and Network8 similarly. Since Network8 

had been exported we are able to view the network description and also analyze the network 

weight matrix. 
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Figure 4.12: Network8_Outputgraph 

This kind of plot present the particular output of the actual trained network is agreed with the 

target. The Network8_output chart within figure 4.12 is the output data chart that displays the 

Herd life in years. Within the graph x axis signifies the information no. of various cows while 

y axis represents the particular Herd life in years. 

4.4.8 Save Variable to File:  

By making use of following steps we are able to save the various parameters:  

  Bring up or even open up the Network/Data Manager windowpane and then click Export 

option.  

  Choose Network8 within the variable listing of the Export or even Save window and then 

click Save. This leads to the Save to a MAT file windowpane. Save with a file Network8 

or any title we like. 

Concerning herd life conjecture we've created network, as well as educated network together 

with following variables: 
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Training algorithms: 

In order to determine herd life we have adopted feed forward back propagation (FFBP) 

network type algorithm regarding network training. Back-propagation neural networks 

(BPNN) tend to be general network structures. The particular input-output units are employed 

to train any kind of network until the network can certainly approximate the function. 

 

The most effective function: 

Different functions together with continuous structures (2-10-1) have been analyzed making 

use of the tansig transfer function inside the input layer along with purelin transfer function 

inside the output layer concerning the final outcomes training function was trainscg, adaption 

learning function was learngdm and performance function was mserg. 

 

The most effective network structures: 

The very best structures have been determined through screening numerous amounts of 

neurons inside the hidden layer. Generally, 1 or 2 hidden layers along with 10 as arbitrary no. 

of neurons are employed which is often sufficient to be able to estimate herd life conjecture. 

 

Training: In this particular part, data made up of two forms of information, age at first calving 

(AFC) concerning cows in days, as well as the particular Calving interval had been applied. 

 

Verifying: 

In this particular program, time stop regarding computation had been put in place in addition 

to five kinds of data to find out the actual network structure function that was not employed 

in training. Verifying data have got analysed within the diverse order of training as well as 

continued when the error reduced inside the verifying. 

Testing: 

 Four kinds of data had been applied for the certain testing process immediately after 

training and verifying. 

 Open the Network Data Manager then select Export. 

 Choose Network8 within the variable listing of the Export or even Save window and 

then click Save. This leads to the Save to a MAT file windowpane. Save with a file 

Network8 or any other title we like.  
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Chapter-5 

CONCLUSION 

The acquired final outcomes show that adequate conjecture precision and reliability has been 

acquired by using feed forward back propagation neural network (FFBP). A FFBP approach 

reduces the error rate and it's furthermore a helpful way regarding Herd life conjecture. Three 

diverse data sets had been analysed from the input as well as target data regarding training, 

validation and testing stages. The particular validation and testing levels are important 

because of misleading of small errors within the training period. When the network isn't 

trained properly because of the irrelevant data of the individual cases as an example over 

fitting, this leads towards the tiny error within the training set and tends to make large error 

throughout validation and testing stages.  

As described over we've predicted The particular values concerning Herd life relative to 

recorded information associated with cows making use of the ANN. The particular conjecture 

regarding herd life employing ANN demonstrates the nearest results to the target data. The 

specific neural network conjecture through educated neural networks has confirmed 

usefulness and may be easily incorporated to enhance the characteristics connected with 

intelligence decision support system inside of cow selection system. The final outcomes 

claim that a non-linear relationship exists among the characteristic elements inside the data 

that are found with the hidden layer neurons of the NN. Artificial Neural Network (ANN) 

models tend to be efficient assets in order to compute the particular cows herd life with 

respect to the features of their own parents.  

In this research, the particular experimental outcomes of different data samples have been 

employed in order to generate an artificial neural network in order to determine herd life 

connected with dairy cows. The herd life has been established depending on employed inputs. 

The outcome from the created ANN had been compared with the last outcomes of the 

particular experimental work. 

Regarding Herd life conjecture the precise selected network and its certain parameters were; 

where Age at First Calving (AFC) as well as Calving Interval were the input, and the Herd 

lifetime of cattle was the output of the particular network. 
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1. The precise framework of the selected network having the very least error was a couple of 

input, ten neurons and individual output (2-10-1) FFNN. 

2. Through overall utilized information 60% data had been selected regarding training, 20% 

data associated with verifying and remaining 20% data had been made use relating to testing. 

3. The ideal network employed regarding conjecturing The particular HERD LIFE was feed-

forward neural network (FFNN) where the learning function was LEARNGDM, Where the 

training and transmission functions were TRAINSCG and TANSIG at first level and 

PURELIN at 2nd layer, correspondingly. 

4. The specific outcomes of the developed network tend to be nearer to the specific outcomes 

of the actual documented data associated with experimental work.   

5. The precise selected ANN allows you to forecast the particular herd life along with 

minimum error together with optimum correlation coefficient near to 1. 

 

5.1 Future Scope:  

Within this dissertation regarding “APPLICATION OF ARTIFICIAL NEURAL NETWORK 

IN CONJECTURING HERD LIFE” we've predicted the actual Herd life in cows. These 

types of values regarding cows had been predicted based on data expressed at the beginning 

of life at the farm. The primary purpose of each and every dairy farm is always to make 

maximum gain through reducing its expenditures. Therefore Conjecture of herd life of dairy 

cow is the crucial phenomenon regarding selection of elite cow in early life. Prolonged herd 

life is financially essential trait for optimum benefits associated with dairy farm. The cow that 

doesn't have the particular conjecture value of  herd life can be taken off from dairy farm and 

will also get replaced with a best quality cow, this method will decrease the needless 

expenditures upon low producing cattle. Artificial Neural Networks offers computation as 

well as qualitative approaches for healthcare and also for agriculture field. Therefore, the 

significance of neural networks in data mining is definitely an emerging area regarding 

research especially given the previously accessibility to wide range of data sets and also the 

documented ability associated with neural networks in order to evaluate and find out 

relationships between a large numbers of data parameters. The particular proposed work in 
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this particular dissertation could be further improved as well as extended for the conjecture 

regarding diseases in the cows based on symptoms. For this genuine data from veterinary 

medical care organizations as well as agencies has to be gathered and all sorts of the available 

strategies is going to be compared for the ideal precision and reliability. For this input data 

will be symptoms of the various diseases in the cows, while training these kinds of data along 

with name of diseases as the target data we could conjecture the various diseases within the 

dairy cows. This dissertation work would be future work on the basis of strategies and 

methods described in this research work. 
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APPENDIX 

Adaption: Training method that proceeds through the specified sequence of inputs, calculating 

the output, error, and network adjustment for each input vector in the sequence as the inputs are 

presented. 

Adaptive learning rate: Learning rate that is adjusted according to an algorithm during training 

to minimize training time. 

Architecture: Description of the number of the layers in a neural network, each layer's transfer 

function, the number of neurons per layer, and the connections between layers. 

Back propagation learning rule: Learning rule in which weights and biases are adjusted by 

error-derivative (delta) vectors back propagated through the network. Back propagation is 

commonly applied to feed forward multilayer networks. Sometimes this rule is called the 

generalized delta rule. 

Bias: Neuron parameter that is summed with the neuron's weighted inputs and passed through 

the neuron's transfer function to generate the neuron's output. 

Classification: Association of an input vector with a particular target vector. 

Connection strength: Strength of a link between two neurons in a network. The strength, often 

called weight, determines the effect that one neuron has on another. 

Cycle: Single presentation of an input vector, calculation of output, and new weights and biases. 

Dead neuron: Competitive layer neuron that never won any competition during training and so 

has not become a useful feature detector. Dead neurons do not respond to any of the training 

vectors. 

Distance: Distance between neurons, calculated from their positions with a distance function. 

Distance function: Particular way of calculating distance, such as the Euclidean distance 

between two vectors. 

Epoch: Presentation of the set of training (input and/or target) vectors to a network and the 

calculation of new weights and biases. Note that training vectors can be presented one at a time 

or all together in a batch. 
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Error vector: Difference between a network's output vector in response to an input vector and 

an associated target output vector. 

Feed forward network: Layered network in which each layer only receives inputs from 

previous layers. 

Hard-limit transfer function: Transfer function that maps inputs greater than or equal to 0 to 1, 

and all other values to 0. 

Hidden layer: Layer of a network that is not connected to the network output (for instance, the 

first layer of a two-layer feed forward network). 

Home neuron: Neuron at the centre of a neighbourhood. 

Initialization: Process of setting the network weights and biases to their original values. 

Input layer: Layer of neurons receiving inputs directly from outside the network. 

Input vector: Vector presented to the network. 

Input weights: Weights connecting network inputs to layers. 

Layer: Group of neurons having connections to the same inputs and sending outputs to the same 

destinations. 

Learning: Process by which weights and biases are adjusted to achieve some desired network 

behaviour. 

Learning rate: Training parameter that controls the size of weight and bias changes during 

learning. 

Levenberg-Marquardt: Algorithm that trains a neural network 10 to 100 times faster than the 

usual gradient descent back propagation method. 

Linear transfer function: Transfer function that produces its input as its output. 

Mean square error function (mse): Performance function that calculates the average squared 

error between the networks outputs ‘a’ and the target outputs t. 

Mu parameter: Initial value for the scalar µ. 
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Neuron: Basic processing element of a neural network which includes weights and bias, a 

summing junction, and an output transfer function. Artificial neurons, such as those simulated 

and trained with this toolbox, are abstractions of biological neurons. 

Output layer: Layer whose output is passed to the world outside the network. 

Perceptron: Single-layer network with a hard-limit transfer function. This network is often 

trained with the perceptron learning rule. 

Performance: Behaviour of a network. 

Performance function: Commonly the mean squared error of the network outputs. However, 

the toolbox also considers other performance functions.  

Positive linear transfer function: Transfer function that produces an output of zero for negative 

inputs and an output equal to the input for positive inputs. 

Regularization: Modification of the performance function, which is normally chosen to be the 

sum of squares of the network errors on the training set, by adding some fraction of the squares 

of the network weights. 

Sigmoid: Monotonic S-shaped function that maps numbers in the interval (-infinite, + infinite) 

to a finite interval such as (-1, +1) or (0,1). 

Simulation: Takes the network input p, and the network object net, and returns the network 

outputs a. 

Sum-squared error (SSE): Sum of squared errors between the network targets and actual 

outputs for a given input vector or set of vectors. 

Supervised learning: Learning process in which changes in a network's weights and biases are 

due to the intervention of any external teacher. The teacher typically provides output targets. 

Training: Procedure whereby a network is adjusted to do a particular job.  

Training vector: Input and/or target vector used to train a network.  

Transfer function: Function that maps a neuron's (or layer's) net output n to its actual output. 
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Unsupervised learning: Learning process in which changes in a network's weights and biases 

are not due to the intervention of any external teacher. Commonly changes are a function of the 

current network input vectors, output vectors, and previous weights and biases. 

Update: Make a change in weights and biases. The update can occur after presentation of a 

single input vector or after accumulating changes over several input vectors. 


