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Abstract-The goal of our study is to automate the scanning of Docker images and test 

them for vulnerabilities, as well as summarise the findings of the scans in order to speed 

up the process of assessing the security of different systems that use Docker. What we're 

looking for is an automated tool that can scan Docker Hub's image collection for 

vulnerabilities and then provide a report on them. A predetermined list of vulnerabilities 

will be scanned to find any vulnerabilities in the library's most popular pictures. After that, 

we'll provide scan statistics to provide a clear picture of the vulnerabilities included in the 

images downloaded from Docker's repository. An initial prototype will be built and tested 

against images on the Docker Hub. The results of these tests will be reported for each 

image in an easy-to-read style to make the process of analysing a Docker image's security 

easier.  

 

Introduction  

When evaluating the security of a Docker 

container, it's important to focus on three 

main areas: the kernel's native defences, 

namespaces, and c-groups. Users can 

customise the container configuration 

profile in Docker, and the daemon presents 

an aggressively named surface, to attack 

[6]. As a result, the daemon is vulnerable to 

attack through different inputs, such as 

image loading from a hard drive (using the 

command 'docker load), CD, or Flash disc 

(using 'docker pull'). Kernel "hardening or 

coagulation" security and their interaction 

with containers enhances security. The 

Docker daemon will run Linux facilities, 

virtual networks, file systems, jobs, logs, 

subprocesses, and so on under the direction 

of the user. Within the containers, the 

Docker machine engine is put to use. SSH 

server and current monitoring/supervision 

procedures may be used to run Docker on a 

dedicated server and then move all extra 

services into the containers prescribed by 

Docker (NRPE, collected, etc). The Docker 

container platform has fast become the 

industry standard. As a result of Docker 

Hub's abundance of readily available 

Docker engine images, it is a popular 

choice among developers. There are, 

however, a number of Docker Hub images 

that include security flaws and liabilities. 

Organizations seek to analyse pre-

fabricated containers for susceptibility, 

liability, propensity, and malware before 

allowing a third-party user to utilise them, 
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in order to learn more about the recipient. 

Similarly, enterprises want to place 

containers produced in-house through the 

same stringent protective software 

development lifecycle tests that web 

programmes go through before being 

deployed. FlawCheck is here. To ensure 

that no CI/CD processes using container 

registry in a product using [CI] continuous 

integration of services are vulnerable to 

ransomware or malware, this security 

automation tool was developed in the 

Private Registry for Docker. It checks all 

Docker container images and their 

workloads for these issues and more in all 

CI/CD processes by checking for 

vulnerabilities. For coders and action 

panels, it also offers a single plane of 

tumbler or console in order to create 

buoyancy before deployment. Providing IT 

while maintaining the appropriate level of 

security controls necessitates extensive tool 

capability and trust ability testing through 

pen testing. SSH, cron, syslogd, hardware 

admin tools (coded script-programmed 

automated load modules), wired/wireless 

network pattern tools (e.g., to regard 

DHCP, VPNs, and or WPA), etc. are all 

part of a server's root privileges.  

Major security challenge of Docker are:  

a) Linux NamespacesTo make it 

appear to processes within the 

namespace that they have their own 

isolated instance of a global system 

resource, a namespace wraps it in an 

abstraction Other processes in the 

namespace can see changes to the 

global resource, but all other 

processes cannot. Namespaces can 

be used to create containers. 2 

Containers must have their own IP 

address, port, and routing to isolate 

the network in a distributed context. 

The /proc/net directory and other net 

resources may be found under the 

Net namespace. Semaphores, 

message queues, and shared 

memory are used for inter-process 

communication in containers. 

Communication between processes 

within a container is the same as 

communication between processes 

in the same IPC Namespace. Mount 

Namespace [8] provides quarantined 

file systems by quarantining file 

system mount points, and the 

system users can view all mounted 

file system in the current namespace 

through the command "cat 

/proc/[pid]/mounts”, [9] and also the 

statistics of file device in mount 

namespace, including the mount file 

name, file system type, mount 

location, etc. A unique internal 

hostname and system version 

number are required for containers 

to identify themselves as distinct 

from the rest of the system. User 

namespace and PID namespace 

separate permissions and PIDs, 

ensuring the independence of users 

and processes within the container. 

The Linux Namespaces system is 

used by Docker to accomplish UTS, 

IPC, PID, Network, Mount, and 

User isolation. A process's 

namespace identification number 

may be retrieved using the 

command "sudo ls -l /proc/[PID]/ns" 

on Linux systems.  

 

b) Copy-on-WriteOn the copy-on-

write mechanism used by the 

Docker file system, a basic file 

system image can be shared by all 

containers. Once writing data to this 

file system, a copy of that data is 

made and then written to the 
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associated file. This mechanism not 

only significantly reduces resource 

consumption, but also effectively 

ensures data isolation among 

containers. The Power of 3.3 

Traditional UNIX [10] 

implementations distinguish 

between privileged and unprivileged 

processes while executing 

permission checks. The effective 

user ID of a privileged process is 0, 

which is referred to as "superuser" 

or "root" (whose effective UID is 

nonzero). Unprivileged processes 

are subject to complete permission 

checks depending on the process' 

credentials, but privileged processes 

skip all kernel permission checks 

(usually: effective UID, effective 

GID, and supplementary group list). 

Using this approach, container root 

privileges may be segregated from 

those outside the container, making 

it easier to manage rights within the 

container.  

 

c) Cgroups  :Control Cgroups, usually 

referred to as Cgroups, are a Linux 

kernel feature which allow 

processes to be organized into 

hierarchical groups whose usage of 

various types of resources can then 

be limited and monitored. The 

kernel's Cgroups interface is 

provided through a pseudo-

filesystem called CgroupFS. 

Grouping is implemented in the core 

Cgroups kernel code, while resource 

tracking and limits are implemented 

in a set of per-resource-type 

subsystems (memory, CPU, and so 

on). It is based on kernel hooks to 

realize resource scheduling, 

restriction and checking, and as the 

cornerstone of building a series of 

virtualization tools. Docker uses this 

mechanism to reduce the attack 

surface by restricting access by 

containerized applications to the 

physical devices on a host. Thus 

containers have no default device 

access and have to be explicitly 

granted device access, and can 

effectively defend against DoS 

attacks by consuming resources[11].  

 

d) Seccomp :Secure computing mode 

is a Linux kernel feature that can be 

used to restrict the system call of 

processes in container. Limiting the 

kernel system call through default 

Seccomp strategy of Docker can 

reduce the risk of executing 

malicious code. Current default 

filtering system calls include open 

by handle at, bpf, mount, keyctl, 

ptrace and more, can effectively 

prevent against CVE-2014-3519, 

CVE-2015-8660, CVE-2016-0728 

exploit attacks. For some vulnerable 

system calls out of the default 

Seccomp, there might be some risks 

of special exploit[12]. 

 

e) Image Security : Using Docker 

images, which may be found in 

public or private repositories, 

containers can be created. Docker 

users may access official images 

from the Docker community and 

ecosystem via the Docker hub. 

Officials have recommended a 

signature technique in the most 

recent version of Docker Datacenter 

to assure image security. 

Administrators can utilise The 

Update Framework (TUF) and 

Docker Material Trust (DCT) to set 
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up signature policies that prohibit 

untrusted content from being 

accessed and used on their systems. 

Because container images are 

constantly changing and need to be 

pushed and pulled across the 

infrastructure, securing 

communications is especially 

crucial while building and shipping 

applications. TLS is used for all 

communications with the registries 

to protect both the integrity of the 

content and the privacy of the 

information. An internal corporate 

CA root certificate can be added to 

the truststore[13] through the usage 

of the public PKI infrastructure.  

Docker has developed as a lightweight 

substitute for virtual machines (VMs) that 

provides greater support for microservices 

architecture. $2.7 billion is estimated to be 

the market value of the docker market in 

2020, compared to $762 million in 2016. 

Market studies suggest that container 

security is a major worry and obstacle to 

adoption for many firms, despite their 

widespread use in cloud computing 

developing domains such as service 

meshes. Study of docker security and 

solution literature. In order to speed up the 

process of assessing the security of various 

Docker-based systems, we're working to 

develop an automated technique for 

screening and testing Docker images for 

vulnerabilities [14]. What we're looking 

for is an automated tool that can scan 

Docker Hub's image collection for 

vulnerabilities and then provide a report on 

them. A predetermined list of 

vulnerabilities will be scanned to find any 

vulnerabilities in the library's most popular 

pictures. After that, we'll provide scan 

statistics to provide a clear picture of the 

vulnerabilities included in the images 

downloaded from Docker's repository. Our 

method will be put to the test by building a 

prototype and testing it against the images 

available on Docker Hub [15]. The results 

of the testing will be presented for each 

image in a way that makes it simple to 

understand how secure a Docker image is. 

[15]  

 

2. Review of the work  

We used articles from prestigious 

academic conferences, journals, and books 

for our project. There were times when we 

relied on research that was either 

unpublished or released in a non-

commercial format, such as reports or 

policy statements. Because the container 

business dominates the research and 

publishes about it in several web venues, 

these papers have been included. 

Academic papers on Linux containers are 

few and few between, with little focus on 

container images or how to develop them. 

White papers and blog postings were the 

primary sources of information for this 

study. A healthy dose of common sense 

was exercised on this material before it 

was accepted for inclusion. Containers, 

according to many in the security 

community, need to be closely scrutinised 

because of the possibility of misuse. This 

study's findings have yet to be confirmed, 

but there is plenty of cause for alarm. As 

the first of its sort in academia, this study 

should not be overlooked. Containers are 

shown to be susceptible time and time 

again in this report. When it comes to 

protecting yourself and your loved ones, 

it's better to think ahead of time. The 

attackers have the upper hand if security is 

only addressed when issues arise.  

Security features, solutions, threats, 

vulnerabilities, exploits, tools, standards, 
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assessment methodology, applications, and 

container alternatives were all considered 

in our decision process. Researching 

container security depended heavily on 

Google Scholar and terms like "Containers 

Security" or "Docker Security" were the 

most commonly used. After that, we 

deleted sources that were general to 

containers and those we had not 

discussed..  

Various container management approaches 

have emerged since Docker's 2013 debut 

[16]. In contrast to other container 

technologies, Docker does not include any 

security measures for known security 

flaws in its images. An application-

building system built on Docker will 

rapidly collapse since the images may be 

shared without a security fault detection 

process. A Docker Engine Vulnerability 

Detection System is being implemented in 

this post (DIVDS). The suggested DIVDS 

analyses a Docker image when its images 

are retrieved from the repository of Docker 

images.  

R. Sairam and colleagues (2019) [17] The 

Internet of Things (IoT) is advancing 

because of the proliferation of intelligent 

devices and things. As a result, our lives 

have become increasingly dependent on 

these technological elements. Small-scale 

protective features and weaknesses in 

these systems are of great concern to these 

intelligent devices because of cyber 

thieves' advantage in complexity. 

Conventional centralised IT security 

techniques have limited scalability and 

expense. This type of smart gadget would 

function better if it could be managed at 

the edge of an IoT network, close to where 

it is located. On the network edge, various 

security measures can be applied to 

safeguard mobile devices in a smart home 

or corporate setting. Introducing network 

edge protection features necessitates the 

use of NFV, which we discuss in detail in 

this paper. To accomplish this, NETRA is 

developing a new lightweight, network-

based docking architecture for IoT security 

virtualization features. Using the suggested 

design, we show how it has advantages in 

terms of memory utilisation and latency, as 

well as performance, average load and 

scalability, over the present NFV system. 

We evaluate the proposed NFV-based IoT 

protection edge detection and show that 

threats with more than 95% precision may 

be estimated in less than one second..  

S. Sultan and colleagues (2019) [18] In 

order to better support the design of 

microservices, containers were created as a 

lightweight replacement for VMs. 

Containers' market worth is expected to 

grow from 762 million dollars in 2016 to 

2.7 billion dollars in 2020. Container 

health is a major worry for many 

businesses and a barrier to adoption, 

despite their status as a simplified 

approach for providing micro applications 

in rapidly developing sectors like cloud 

storage and application meshes, according 

to business research. Our focus in this 

study is on container safety and solutions. 

The threat posed by host containers 

prompted us to create four widely used 

programmes to solve the security 

concerns. For example, one may use it to 

defend a container from programmes 

running inside it, or to protect the 

container itself from those apps, or to 

guard against containers attacking the host 

computer (IV). Our software-based 

solutions in the first three situations all 

rely on Linux kernel capabilities (e.g. 

nameplaces, CGroups, and seccomp), as 

well as protection modules (e.g. 

AppArmor). TPMs and other hardware-

driven security solutions, such as trusted 
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device support, are the primary emphasis 

of the latter framework (i.e., Intel SGX). 

We expect that this evaluation will aid 

researchers in gaining a better knowledge 

of container security vulnerabilities and 

threats. In addition, we point out 

unanswered scientific questions and 

potential routes of research that might lead 

to greater research in this field.  

According to J et al (2020) [19], C 

Diekmann, J and others For complicated 

systems like Docker, Linux containers are 

becoming more and more frequent. 

However, for distributed microservice 

deployment, the primitive safety of 

network access control is frequently 

overlooked or left to the network 

operations team. The application-specific 

security needs cannot be enforced 

satisfactorily by low-level network access 

control lists. No matter how well Docker 

and network operators operate together, 

they don't provide fine-grained networking 

access control between containers or 

application development. In a made-up 

narrative, we're keeping tabs on DevOp 

Engineer Alice as she works on a web 

application. We demonstrate the task that 

Alice is supposed to do and provide the 

necessary tool assistance from the 

beginning of the design and software 

engineering process through the network 

operations and automation stages.. As a 

DevOps complete stack, Alice is involved 

in high-quality design and network issues. 

By focusing on network access control and 

building out a tool-based solution, we have 

exposed the flaws in today's policy 

management. Academic research shows 

that a full stack engineer does not link 

many existing instruments between the 

various abstraction layers. With Isabell / 

HOL, our tools are open source and 

subject to regular evaluation.  

 

Proposed Methodology  

 

We drew on papers published in prestigious 

academic journals and publications as well 

as conference proceedings. Unpublished or 

published in non-commercial formats like 

reports, policy declarations, and the like 

were sources on occasion. Because the 

container business dominates the research 

and publishes about it in several internet 

sources, we've included articles on the topic 

of containers in our database. Academic 

papers on Linux containers are few and few 

between, with little focus on container 

images or how to develop them. Most of 

the information for this study came from 

white papers or blog posts obtained on the 

Internet. Before evaluating it for inclusion 

in this publication, the information was put 

through a rigorous process of common 

sense. Security experts generally agree that 

containers should be closely monitored 

because of the potential for misuse. While 

the bulk of the concerns raised in this study 

have yet to be found in reality, there are 

still plenty of reasons to be concerned about 

them all. In academia, this study is the first 

of its sort and should not be discounted. 

Throughout this report, proof of containers' 

vulnerability is shown. Preventative 

measures are better than reactive ones in 

the event of a problem, so keep that in 

mind. If you only talk about security after 

you have a problem, the attackers have 

already gained the upper hand.  

Container security features, solutions, 

threats and vulnerabilities, as well as tools 

and standards for evaluating container 

alternatives were all considered in our 

decision process. To conduct our research, 

we mostly utilised Google Scholar and 

searched for "container security," "Docker 
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security," and "Linux containers," among 

other terms. Removed sources that were 

general to containers and were not 

discussed further.  

Since the debut of Docker in 2013, 

container management projects have 

appeared in a variety of sectors. In contrast 

to other container technologies, Docker 

does not include any security safeguards for 

known security flaws in its images. As 

Docker images are interchangeable, 

Docker-based application-building systems 

are soon collapsed due to the lack of a 

security defect diagnostic in the exchange 

process. Vulnerability Diagnostics for 

Docker Engine are discussed in this post 

(DIVDS). Using the Docker picture 

repository and the planned DIVDS 

diagnostic tool, we can diagnose Docker 

images.  

In a study by R. Sairam and colleagues 

(2019) [17] The Internet of Things (IoT) is 

in full swing, thanks to the proliferation of 

smart gadgets. This has a profound effect 

on our surroundings and makes our life 

reliant on these technological aspects. 

Intelligent objects are concerned about 

small-scale protective features and 

weaknesses in these systems, which help 

cyber thieves. There are limits to the 

scalability and cost effectiveness of 

traditional centralised IT security systems. 

As a result, intelligent devices like these are 

best managed at the edge of IoT networks, 

close to where they are located. Security 

features that can be applied in a smart home 

/ business environment on the network edge 

are discussed below. In order to implement 

network edge protection features, we 

emphasise the significance of Network 

Virtualization Functions (NFV). Network-

based docking architecture for IoT security 

virtualization is being implemented by 

NETRA to achieve this goal. According to 

our findings in terms of scalability and 

scalability and the present NFV design we 

show that the suggested architecture is 

superior in terms of capacity, memory 

utilisation, latency, performance and 

average load compared to current NFV 

architecture. We evaluate the proposed 

NFV-based IoT protection edge detection 

and show that threats with more than 95% 

precision may be estimated in less than one 

second.  

In the work of S. Sultan and colleagues 

(2019) [18] Containers were created to be a 

more lightweight alternative to virtual 

machines (VMs) and to better support the 

microservices architecture. Containers' 

market worth is expected to grow from 762 

million dollars in 2016 to 2.7 billion dollars 

in 2020.. Container health is a major worry 

for many firms and an acceptability barrier 

for micro applications, even if they are seen 

as a simplified manner of delivering them 

and play an important part in developing 

fields like as cloud storage and application 

meshes. In this paper, we explore the 

available research on container security and 

safety solutions. In response to the threat 

posed by host containers, we've created 

four widely used apps. A few examples of 

why containers could be useful include: (1) 

defending the container from applications 

within, (2) safeguarding the container 

within, (3) protecting the host from 

containers, and (IV). Our software-based 

solutions in the first three situations (e.g. 

nameplaces, CGroups, and seccomp) and 

protection modules rely heavily on Linux 

kernel capabilities (e.g. AppArmor). TPMs 

and other hardware-driven security 

mechanisms lie at the heart of the latter 

approach (i.e., Intel SGX). A deeper 

knowledge of potential vulnerabilities and 

assaults on container protection 

requirements is something we hope our 
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examination may provide. This isn't the 

only field of study that may benefit from 

further research; we also point out 

outstanding questions in science.  

According to J et al(2020)[19], C 

Diekmann, J and others For complicated 

applications like Docker, Linux containers 

are becoming more and more 

commonplace. It's not uncommon for 

distributed microservice deployments to 

neglect or defer to the network operations 

team basic safety measures like network 

access control. Access control lists at the 

low levels of the network do not 

sufficiently enforce the security standards 

that are relevant to each application. As a 

result, neither Docker nor network 

operators enable the deployment of fine-

grained network access controls between 

containers. While reading a fictitious novel, 

we're keeping tabs on DevOp Engineer 

Alice. We demonstrate the task that Alice is 

intended to perform and provide the 

necessary tool assistance, from the original 

design and software engineering to network 

operations and automation. As a DevOps 

complete stack, Alice is involved in high-

quality design decisions and network 

problems. Policy management has been 

weakened by focusing on network access 

control and putting up a tool-based solution 

to this problem. According to our research, 

a full stack engineer does not link many 

existing instruments between abstractions. 

As part of Isabell / HOL, we've submitted 

our tools for peer review and made them 

open source. We drew on papers published 

in prestigious academic journals and 

publications as well as conference 

proceedings. Unpublished or published in 

non-commercial formats like reports, policy 

declarations, and the like were sources on 

occasion. Because the container business 

dominates the research and publishes about 

it in several internet sources, we've 

included articles on the topic of containers 

in our database. Academic papers on Linux 

containers are few and few between, with 

little focus on container images or how to 

develop them. Most of the information for 

this study came from white papers or blog 

posts obtained on the Internet. Before 

evaluating it for inclusion in this 

publication, the information was put 

through a rigorous process of common 

sense. Security experts generally agree that 

containers should be closely monitored 

because of the potential for misuse. While 

the bulk of the concerns raised in this study 

have yet to be found in reality, there are 

still plenty of reasons to be concerned about 

them all. In academia, this study is the first 

of its sort and should not be discounted. 

Throughout this report, proof of containers' 

vulnerability is shown. Preventative 

measures are better than reactive ones in 

the event of a problem, so keep that in 

mind. If you only talk about security after 

you have a problem, the attackers have 

already gained the upper hand.  

Container security features, solutions, 

threats and vulnerabilities, as well as tools 

and standards for evaluating container 

alternatives were all considered in our 

decision process. To conduct our research, 

we mostly utilised Google Scholar and 

searched for "container security," "Docker 

security," and "Linux containers," among 

other terms. Removed sources that were 

general to containers and were not 

discussed further.  

Since the debut of Docker in 2013, 

container management projects have 

appeared in a variety of sectors. In contrast 

to other container technologies, Docker 

does not include any security safeguards for 

known security flaws in its images. As 

Docker images are interchangeable, 
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Docker-based application-building systems 

are soon collapsed due to the lack of a 

security defect diagnostic in the exchange 

process. Vulnerability Diagnostics for 

Docker Engine are discussed in this post 

(DIVDS). Using the Docker picture 

repository and the planned DIVDS 

diagnostic tool, we can diagnose Docker 

images.  

In a study by R. Sairam and colleagues 

(2019) [17] The Internet of Things (IoT) is 

in full swing, thanks to the proliferation of 

smart gadgets. This has a profound effect 

on our surroundings and makes our life 

reliant on these technological aspects. 

Intelligent objects are concerned about 

small-scale protective features and 

weaknesses in these systems, which help 

cyber thieves. There are limits to the 

scalability and cost effectiveness of 

traditional centralised IT security systems. 

As a result, intelligent devices like these are 

best managed at the edge of IoT networks, 

close to where they are located. Security 

features that can be applied in a smart home 

/ business environment on the network edge 

are discussed below. In order to implement 

network edge protection features, we 

emphasise the significance of Network 

Virtualization Functions (NFV). Network-

based docking architecture for IoT security 

virtualization is being implemented by 

NETRA to achieve this goal. According to 

our findings in terms of scalability and 

scalability and the present NFV design we 

show that the suggested architecture is 

superior in terms of capacity, memory 

utilisation, latency, performance and 

average load compared to current NFV 

architecture. We evaluate the proposed 

NFV-based IoT protection edge detection 

and show that threats with more than 95% 

precision may be estimated in less than one 

second.  

In the work of S. Sultan and colleagues 

(2019) [18] Containers were created to be a 

more lightweight alternative to virtual 

machines (VMs) and to better support the 

microservices architecture. Containers' 

market worth is expected to grow from 762 

million dollars in 2016 to 2.7 billion dollars 

in 2020.. Container health is a major worry 

for many firms and an acceptability barrier 

for micro applications, even if they are seen 

as a simplified manner of delivering them 

and play an important part in developing 

fields like as cloud storage and application 

meshes. In this paper, we explore the 

available research on container security and 

safety solutions. In response to the threat 

posed by host containers, we've created 

four widely used apps. A few examples of 

why containers could be useful include: (1) 

defending the container from applications 

within, (2) safeguarding the container 

within, (3) protecting the host from 

containers, and (IV). Our software-based 

solutions in the first three situations (e.g. 

nameplaces, CGroups, and seccomp) and 

protection modules rely heavily on Linux 

kernel capabilities (e.g. AppArmor). TPMs 

and other hardware-driven security 

mechanisms lie at the heart of the latter 

approach (i.e., Intel SGX). A deeper 

knowledge of potential vulnerabilities and 

assaults on container protection 

requirements is something we hope our 

examination may provide. This isn't the 

only field of study that may benefit from 

further research; we also point out 

outstanding questions in science.  

According to J et al(2020)[19], C 

Diekmann, J and others For complicated 

applications like Docker, Linux containers 

are becoming more and more 

commonplace. It's not uncommon for 

distributed microservice deployments to 

neglect or defer to the network operations 
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team basic safety measures like network 

access control. Access control lists at the 

low levels of the network do not 

sufficiently enforce the security standards 

that are relevant to each application. As a 

result, neither Docker nor network 

operators enable the deployment of fine-

grained network access controls between 

containers. While reading a fictitious novel, 

we're keeping tabs on DevOp Engineer 

Alice. We demonstrate the task that Alice is 

intended to perform and provide the 

necessary tool assistance, from the original 

design and software engineering to network 

operations and automation. As a DevOps 

complete stack, Alice is involved in high-

quality design decisions and network 

problems. Policy management has been 

weakened by focusing on network access 

control and putting up a tool-based solution 

to this problem. According to our research, 

a full stack engineer does not link many 

existing instruments between abstractions. 

As part of Isabell / HOL, we've submitted 

our tools for peer review and made them 

open source.  

Step for Implement the Proposed Work 

1. Our Framework provide separate 

containers for each micro-service 

keeping Container image size 

small. 

2. We used to put ssh inside 

container, “docker exec” can be 

used to ssh to Container. 

a. Use only signed Container 

images. 

b. Mount devices and volumes 

as read-only. 

3. Run application as non-root. If root 

access is needed, run as root only 

for limited operations using 

features like Capabilities, 

Seccomp, SELinux/AppArmor. 

4. Keep OS secure with regular 

updates. Using Container 

optimized OS is an option here 

since they provide automatic 

pushed update. 

5. Store root keys, passphrase in a 

safe place and not expose in 

Dockerfile. Docker has plans to 

manage keys with Docker 

datacenter. Highest quality and 

security is maintained for the 

official images. 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

Figure 1: Proposed Framework for Docker security 
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Research Gaps identified in the 

proposed field of investigation  

Companies have long deployed 

applications on virtual machines[36,37,38] 

(VMs) or bare metal servers. Security for 

that infrastructure involved securing your 

application and the host it’s running on 

and then protecting the application as it 

runs. Containerization introduces several 

new challenges that must be addressed. 

1.Containers enable micro services, which 

increases data traffic and network and 

access control complexity [39]. 

2.Containers rely on a base image, and 

knowing whether the image comes from a 

secure or insecure source can be 

challenging. Images can also contain 

vulnerabilities that can spread to all 

containers that use the vulnerable 

image[40,41]. 

3.Containers have short life spans, so 

monitoring them, especially during 

runtime, can be extremely difficult. 

Another security risk arises from a lack of 

visibility into an ever-changing container 

environment[42]. 

4.Containers, unlike VMs, aren’t 

necessarily isolated from one another. A 

single compromised container can lead to 

other containers being compromised. 

5.Containerized environments have many 

more components than traditional VMs, 

including the Kubernetes orchestrator that 

poses its own set of security 

challenges[43,44]. Can you tell which 

deployments or clusters are affected by a 

high-severity vulnerability? Are any 

exposed to the Internet? What’s the blast 

radius if a given vulnerability is exploited? 

Is the container running in production or a 

dev/test environment? 

6.Container configuration is yet another 

area that poses security risks. Are 

containers running with heightened 

privileges when they shouldn’t? Are 

images launching unnecessary services 

that increase the attack surface? Are 

secrets stored in images? [45,46,47] 

7.As one of the biggest security drivers, 

compliance can be a particular challenge 

given the fast-moving nature of container 

environments [48,49] . Many of the 

traditional components that helped 

demonstrate compliance, such as firewall 

rules, take a very different form in a 

Docker environment. 

8.Finally, existing server workload 

security solutions are ill-equipped to 

address container security challenges and 

risks. 

Conclusion  

Deep Learning has been used extensively 

to identify variations in network attacks. 

Nonetheless, there have been no cases of 

network stability that have not been tested 

by implementations of various profound 

computing algorithms in real-time 

networks. Moreover, devices that can 

accommodate large-scale traffic need to be 

considered because of the introduction of 

high-performance computing. Given the 

rapid growth of network attacks, our 

Intrusion Detection Program (AI-IDS) was 

introduced and deployed. In order to 

adequately extract features of real time 

HTTP traffic without encryption, enropy 

compression calculation, We propose an 

Optimal Convolutionary Neural and Long 

Speed (CNN-LSTM) models, a normalized 

UTF-8 character encoding for Spatial 

Feature Learning. Repeated experiments in 

two public data sets (CSIC-2010, 

CICIDS2017) and fixed real-time data 

have demonstrated its excellent 

performance. AI-IDS distinguishes 

sophisticated attacks such as unknown 

patterns, coded, or fudged attacks from 

benign roads by training payloads that 

https://www.stackrox.com/post/2019/07/kubernetes-security-101/
https://www.stackrox.com/post/2019/07/kubernetes-security-101/
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analyze the true or false positives with a 

tool for labeling. This is a modular and 

scalable framework, built on Docker files, 

which distinguishes user-defined functions 

by separate pictures. It also contributes to 

writing and enhancing the Snort IDS rules 

based on newly identified patterns. The 

template could accurately analyze 

unknown web attacks by measuring the 

probability of maliciousness through 

continuous training. 
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