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Abstract. This paper studies existence and uniqueness of solutions for system of fractional

differential equations involving Caputo derivative with anti periodic boundary conditions of

order o € (0.3). We obtain the result by using Banach fixed point theorem.
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1 Introduction

In recent years the subject of fractional
calculus gained much momentum and
attracted many researchers and
mathematicians. Considerable interest in
field of fractional calculus has been
developed by the applications to different
areas of applied science and engineering
like physics, biophysics, aerodynamics,
control theory, visco-elasticity, capacitor
theory, electrical circuit, description of
memory and hereditary properties etc.

Anti periodic boundary value

problems constitute an important class of

boundary value problems and have

recently received considerable attention.
Anti periodic boundary conditions occur in
mathematical modeling of many physical
processes, see [6] — [10] and references
therein.

The Banach fixed point theorems is
used [11] to investigate existence and
uniqueness of for integro differential
equations of fractional order o €(1,2) with
antiperiodic boundary conditions. In [7]
the author investigated existence problem
of anti periodic boundary value problem to
fractional differential equation for o €
(2,3) by wusing Banach fixed point.
Motivated by these works we study in this
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paper the existence of solution to Precisely we consider the following
fractional differential equation when o € problem
(0,3] with anti periodic boundary

conditions.

o
‘Dnx =f (tx (1), te[0,T], T >0
0 <a_<3,n=1,23 (D)
n

x(0)=—x(T),x'(0) = —x(T), x" (0)=—x"(T)

where ¢D"n denotes the Caputo fractional derivative of order o, and f is a continuous function
2. Preliminaries

Definition 2.1. A real function f{(t) is said to be in the space Cp, pu € R if there exists a real

number p > p, such that f(t) = t? fi(t), where f; € C [0,00], and it is said to be in the space CB if
and only if f¥ € Cy,n € N.
Definition 2.2. A function f € Cy, 1 > —1 is said to be functional integrable of order o > 0 if

t
(I“f)(t)=1°‘f(t):$ [ -9 treas,
0

and if o =0 then1® f(t)=f(1).

Next we introduce the Caputo fractional derivative.

Definition 2.3. Caputo fractional derivative is defined as

(Dn(t)=D% =1 4 (=1
4t I'n—a

j (t—s)" L f(s)ds
for n-1<a<n,neN,t>0,feC"
Lemma 2.4. [3]. For a > 0 the solution of fractional differential equation *D%x(t)=0 is given
by
x(t):co+c1t+c2t2+...+cn_1tn_l (2)

where c,eRi=12,...,n—1(n=[a]+]) where [a] denotes the integer part of a > 0.

To study the nonlinear problem (1) we need following lemma.

Lemma 2..5. For any ¢ € C[0,T] the unique solution of bounded value problem.
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°p¥nx_()=f_ (tx ().t €[0T, T.0

0<a_ <3n=123 (3)
x(0)=-x(T),x'(0) = -x'(T),x " (0) == x"(T).
1S
T
Xn(t):_[ Gn(t,s)(p(s)ds
0
where Gn (t,s) is Green’s function corresponding to .
(t—s)al_l —l(T—s)al_l
2 ,0<s<t<T
Gy (t.s)= He )
_)M”
—% 0<t<s<T
2Fa1
an—1 1 on—1
(t-s)2 ——(T-s) 2 v 02
F2 +(T 2;;“ S)l , 0< s<t<T
G, (t,s)= *2 %27 (5)
B (x2—1 B 3 (x2—2
(T-5) +(T 20(T—s) , O0<t<s<T
2F(x2 41"0L2 -1
a,-1 1 o,—1
(t-s) 3 ——(T-s) 3 os3-2 a3-3
T-2t)(T- T-t)(T-
1"2 +( ;;( S)l « 4?} S)2 , 0< s<t<T
G, (ts)= *3 %3 %3 (6)
3 (x3—1 B 3 oc3—3
(T-5) +(T 20(T-s) s O0<t<s<T
2F(x3 4Fa3 -2

Proof. By using Lemma 2.4 for some constants c0, ci, c2c we have for0 <a <1

t oq—1
B (t—s) 1
xl(t)_J'O T(pl(s)ds—co

att=0we have x1(0) att=T

T o, -1
T=5s) 1
XT:I ¢(pl(s)ds:c0

o Ty

by using boundary condition x(0) = —x(T) we have
T a1

B (T-5s) 1
0y TS

hence

t T oq—l1
(t—s) 1 (T—s) 1
WOV T TR e

1 1
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T
xl(t):J' G, (1,5)¢,(s)ds.
0

The Green’s function is:

-1 1
(-1 Loy
1_2 ,0<s<t<T
G, (t,s)= 1 (7)
g%
—% 0<t<s<T
2F0L1

Similarly for | <a <2

(t- S)
%

X, (D)= _[ (pz(s)ds—co—clt

and

(t—s) = 5)"2
(t) j Ma - (pz(s)ds—cl.

By using boundary conditions

(10)

—l T a
(t 5)"2 1 (T-s) = (T—2t)(T—s) 2
x, () = j - ¢, (s)ds j " ¢, (s)ds + IO T, D ¢, (s)ds
T
:j G, (5,0, (s)ds. 3
0
(t—s) 2 _*(T_S)az_ (T-2t)(T- )a2—2
1"2 + ar Sl , 0< s<t<T
o Ol —
G, (t,8)= 2 2 9
’ T-)®27 (T—20(T—5)"2 72 v
(T-5) +(_)( =) , O0<t<s<T
2Fa2 4Fa2—1
Finally for2 < o3 <3
T
x3(t)=J' G4 (t,8)p5(s)ds
0
where
ol Oy —
(t=s)3 " =2 (T=s) +(T—2t)(T—s)°‘3_2+t(T—t)(T—s)°‘3 0 it
G, (L9)= Toy 4oy -1 4Toiy —2 ’

1 3
(T—s)"3 L (T=20(T- 5)”3
ZFOL3 41“0(3 -2

0<t<s<T
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3. Existence result anti-periodic  boundary conditions s
The existence problem to the given investigated in this section by using well
fractional nonlinear differential system with known Banach fixed point theorem.

Let C = C[0,1],*R denote the Banach space of all continuous functions from [0,1] - R
endowed with the norm defined by |[x|| = sup [x)t,t € [0,1]) |.

Now we state some known results to prove the existence of solution of (1).
Theorem 3.1. Let X be a Banach space and Q is an open and bounded subset of X and let T :
Q — X and ||Tu|| < |jul|, for all u € Q. Then T has a fixed point in Q.
Theorem 3.2. Define an operator
ghn:C—>Casn=123andte [0,1]forn=1,0<oy < 1.

t

% s)

@poo=[ b (5. x())ds— j (Tr—cb (5.x(5))ds (11)
0 %
forn=2,1 <oy <2.
! (t—s) %2 (T- s)
(2,00= [ F—¢2<s X())ds— j chz(s,x(s))ds
OT 2 a2_2 0 2 (12)
1¢ (T-2t)(T-s)
- I FroP—" ¢, (s,x(s))ds
forn=3,2<u3<3
t 03 ay-1
(2,00 = j “If—¢3(s x(s))ds——j g sxtsas
] 0 3
—2
2
(T t) I r( 5 ¢4 (s,%(s))ds
O3~
LTt 33
( )I r( ) ¢4 (s,x(s)ds, t[0,1] (13)
37

Observe that problem (1) has a solution if and only if the operator g, has a fixed point.
Lemma 3.3. The operator g, : C — C is completely continuous.
Proof. Let Q < C be bounded then Vt € [0,1], x € Q, there exists a positive contant L, such
that

9,6 < Ly,n=123.

Thus for 0 < o < 1, we have
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t _ al_l T _ (Xl—l
(290 = jo % | ¢1(s,x(s)>ds+§j0 E g xton)ds

1

t T
< LJ' (t—5)"1 " ds 1 I (T-)"1"ds
Focl 0 2F(x1 0

T o
oy T1
<L +
1{1"((11 +1)  2T(a;)

3T
(o +1) !

=ML,

a

1
where M, 1
20 (a, +1)

which implies that
g || SMILI- (14)
Furthermore

-2
(t-5)"1
Fal -1

T (T—s)a

t 1 1_2
(0= [0 (sox(e)ds+— | 0, (5. x(s))| ds
0

0 Toy

t oy —2 T o, -1
<L J- —(t—s) : ds+lj. —(eT—s) : ds
Yy T -D 2dy T(a,-1

a-1
<L 3T
Il 2ra,
=M1L1
o1
where M, = which implies that
2Ty
1(gx)' O] <M, L. (15)

Hence for ti, to € [0,t], we have

)
|(g1x)(t1)—(g1x)(t2)|SI {(glx)'(sﬂdSSMlL](tl _t2)- (16)
t
1
This implies that g; is equicontinuous on [0,1]. By Arzela Ascoli theorem we can say that g; :
C — C is completely continuous.

In the similar manner we can prove that g> : C — C and g3 : C —C are completely

continuous for I <on<2and 2 <a3 <3 respectively.
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Hence we can say g, : C — C is completely continuous for 0 < o, < 3 where n = 1,2,3.
Now we prove existence and uniqueness result by means of Banach fixed point
theorem.
Theorem 3.4. Assume ¢ : [0,1] x X — X is a continuous function satisfying the condition

1o, () =6 (LY)<L  [[x=yl|.,vte[0,T],x,yeX, n=1,2,3

with
20(at, +1)
i e—
37
(o, +1)( o
, <2312
T%2 2
2
21"((13+1) o3
Lys—3—213+3 .
T 2

M.
Proof. Setting sup t € [0,1] |$i(t,0)] = M; and selecting r; > B—‘ where i =1,2,3 and L1, L, L3 as
i

defined above. We show that gB, —B_ where
1

1

B ={xeC:|x||<r}
ri 1

for x; eB, , we have
1

T (T— S)(Otl—l)

1
[0, Gx@)]ds+ |

t (o —1)
(t—s) !
)< -~
g x) (O] t;‘[}'j"%[j 0 To

| &, (s,x(s))ds]
170 Fal 1 ]

1

t _ (al—l)
< max | [ O, 55500y (.00 6, (5.0) s
] o

te[0,T] 7 Loy
T (ay-1)
1 (T—s) 1
*510 e, NGO 05 (0Dds

L SR T DU L L

<(L,r; +M,) max (t—s) ds+——| (T-5s) ds

11 1
te0,T]| oty 7 20 Y

37

<(L,r +M;)————
(L 1)2r(a1+1)

Srl

which implies that
||g1(x)(t)|| < . (17)
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By using the same argument we can prove that
||(g1X)(t)|| Srisrzl’zs?’ (18)

Now for x, y € C and for each t € [0,1] for 0 < oy < 1 we obtain

t _ (al_l)
] %Hm(s,x(smds—fbl(&y(S))“

IgIXXO—(glyXOIStTaX{
e 1

0,T] 7o r

(xl—l)

T (
+1I (T-s)
2 0 l"oc1

1 (s,%(5)) =0, (s, y(s)) | dS]

1! a1, 1 o1
<L,||x-y| max|—| (t—=s) ! ds+—| (T-s) ! ds
1 y
tef0,t] o4 7 20 Y

an%

<—||x—
mxa1+n” yli

:ALI’T’(’“I [[x=yll
which implies that
H(glx)(t)—(gl}’)(t)HSALl’T,al Ix=yll (19)

3L, T

where A =
Loy 2r(ay +1)

which depends upon only on parameters involved in the problem.

As ALI’T’OL1 <1 hence g is a contraction.

Now for 1<a, <2

12, O~ (2,nOl ALz’T’O‘z (20)
%2
R m——
Taz[ ' 2 J
where A . =—————AsA; [ <lhence g is contraction.
2:1:%9 2I(a, +1) 2:1:%9

Finally for 2<a, <3

H(g3x)(t)_(g3}’)(t)HSAL3,T’OL3 (21)
2
o
3
3 D
T . .
where A =— Again A <1 hence g3 is also contraction.
L3.T,04 21—*(a3 +1) g L;,T,04 g

Thus conclusion of the theorem follows by Contraction mapping principle or Banach

fixed point theorem.
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4. Example

Example 4.1. Now consider a fractional system of equation with anti periodic boundary

conditions
1 x,(t)
szﬁ0=(21)3, x(0) = —x(2)
+t
2 %, (1)
D2xzu)=———74i—————, x(0) = —x, (2), x'(0) =— X' (2)
(7_e)(1+x,(1)
3 x4 (1)
D2x,(t)= 33 . x(0)=—x(2),x'(0) = —x'(2),x" (0) =x"'(2)
Q2+67)(1+x5(1)

where t € [0,2].
Solution 4.2. Here T = 2 in each case L, = % fori=1,2,3 in each case we have
1
||¢n(t,S))—¢n(t,Y)||S§HX—YII,H=1,2,3

By using Theorem 3.4 for o, =%,O<0L1 <1

1
2L1T2

1 =" 7 1N\
LT 3r[1+;j

3
:E,l<a2 <2

A =0.1880631945 < 1.

For 0oy

T2L, 3
A 3= 3+Z =0.1003003704 < 1.
Ly T2 21“E

5
For 04 :E,2<a3 <3

S
T2L3
A 5 = =0.02456335602 < 1.

Ly or! (3 +25]
207 8

In all cases A <1.

I.z1 ,T,(ln

Hence by Banach fixed point theorem and

Theorem 3.4 the system of differential
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equations of fractional order 0<a <3 with

anti periodic boundary conditions has a
unique solution.

5 Conclusion

As existence result is given for system of
fractional differential equation involving
Caputo derivative with anti periodic
boundary conditions of order a € (0.3) by
using Banach fixed point theorem
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